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Abstract

Luminescence dating methods make use of
the infinite-matrix assumption to simplify dose
rate calculations. This works well when the
sediment grain size is much smaller than the
range of beta electrons in sediment (~3 mm).
However, shell material introduces complexity
in the beta dose rate calculations, because it
creates low-dose-rate zones where no mineral
grains are present. This phenomenon intro-
duces an error in the estimated beta dose rate,
whether or not the shells are included in the
beta dose-rate measurements. The magnitude
of the error depends on the size and shape
of the shell material, and the quantity of it.
Here, this relationship is modelled using Monte
Carlo radiation transport software. The model
indicates that for shell masses below 25 %,
accurate estimates of beta dose rate are readily
obtained from: 1) the infinite matrix dose rate
of the bulk material (including shells) when
shell fragments are small (< ~0.001 cm?); and
2) the infinite matrix dose rate of the sandy
fraction (without shells) when shell fragments
are larger (> ~1 cm?). Between these extremes
of shell size, e.g. for shell-hash samples, a
significant correction to the measured beta dose
rate is necessary.
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1. Introduction

Shell material can make up a significant proportion of
some types of coastal sediment. While fine shell fragments

(~0.001 cm?) are often present in coastal dunes, larger shell
fragments (~0.03 cm?) can be concentrated in shell hash,
forming a major part of coastal barrier sequences. Beds
of whole valves and articulated shells can be laid by storm
surges or tsunamis, and large concentrations of shells can be
found in middens.

Optically Stimulated Luminescence (OSL) methods gen-
erally work very well for coastal sediment, but dating the
shell-rich deposits presents an additional complication for
the beta dose-rate calculations. The complexity arises be-
cause shell material makes the sediment non-uniform at the
range of beta electrons, so invalidating the infinite-matrix
assumption. As a consequence, the dose received by the
dosimeter grains is less than the infinite-matrix dose (Nathan
et al., 2003). While it is often possible to avoid shell-
rich beds by sampling the bracketing horizons (e.g. Bate-
man et al., 2008), it may be necessary or desirable to target
the shell-rich beds directly (e.g. Cunningham et al., 2011;
Pluckhahn et al., 2015). For such sediments, OSL does have
advantages over other dating methods, provided the dose-
rate complications are surmounted. Radiocarbon dating and
amino-acid racemization can be applied to shell material, but
can be erroneous if the shell ages are not contemporary with
the deposition event. For example, Oliver et al. (2015) dated
a Holocene barrier sequence with quartz OSL (targeting aeo-
lian sand beds), and found a significant offset from a previous
chronology which used radiocarbon on shell hash. Radiocar-
bon ages of marine shells also require a reservoir correction,
and terrestrial shells are problematic due to hard-water ef-
fects.

For shell-rich sediment, the disparity between the actual
and infinite-matrix dose rates depends on the size and quan-
tity of shell material. The effect can be modelled using a
Monte Carlo radiation transport code, once estimates have
been made of the shell size and quantity, and the radionu-
clide concentrations. This was done by Cunningham et al.
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(2011) for a shell-rich storm-surge bed and a shell hash sam-
ple, with the OSL ages, once corrected, neatly matching the
bracketing OSL dates on aeolian sand. However, such an un-
dertaking may not be justified unless it is known that a large
dose-rate correction needs to be made. If the shell content is
low enough, or the shells are small enough, then the error re-
sulting from the infinite-matrix assumption will be tolerable.

The purpose of this paper is to assess how the beta dose
rate to quartz grains is influenced by the size and quantity
of shell material. It is intended to help readers decide what
strategy to use for beta dose-rate measurements when shells
are present, and whether further modelling would be ben-
eficial for their samples. The phenomenon of interest also
affects the external beta dose to feldspar grains. However,
unlike quartz grains, feldspar grains also have a significant
internal beta dose, so the consequence of an error in the ex-
ternal beta dose rate is less severe. It is assumed here that the
shell material is discrete and its composition constant over
time. Complications arising from carbonate cementation and
uranium uptake are discussed elsewhere (Zander et al., 2007,
Nathan & Mauz, 2008).

2. The phenomenon

Typically, beta dose rate estimates follow either spectrom-
etry or beta-counting measurements. In both cases, the sam-
ple is homogenised before measurement and the infinite-
matrix (IM) assumption is used, i.e. the rate of radiation
absorption is presumed equal to the rate of radiation emis-
sion (Aitken, 1985). The distribution of radionuclides is also
presumed to be uniform. For sandy or silty sediments this
assumption is reasonable because the range of beta particles
(~3 mm) is much larger than the diameter of the grains (al-
though see Guérin et al., 2012).

The introduction of shell material to the sediment creates
non-uniformity in the beta field. The sediment now con-
tains two different zones: the solid shell, and the sand ma-
trix. Shell consists of calcite or aragonite with a density of
~2.70 g cm~3. Although the density of the shell is compa-
rable to minerals in the sand matrix, the shell does not con-
tain any pore space. The shell material is therefore more
efficient at absorbing radiation per unit volume compared to
the sand matrix (mean density ~1.80 g cm™3). In addition,
shell material has an extremely low radionuclide concentra-
tion, providing an infinite-matrix beta dose rate of ~0.02 Gy
ka~!. Beta dose rates provided by the sand matrix depend
on the mineralogical composition, but would typically be at
least an order of magnitude larger: beta dose rates of 0.50 -
1.00 Gy ka~! are typical for coastal settings (e.g. van Het-
eren et al., 2000; Ballarini et al., 2003).

The presence of the shell material creates zones in the
sediment with low beta dose rates. The dosimeter grains,
be they quartz or feldspar, are excluded from this zone, so
are not subject to the lowest beta dose rates possible in the
bulk sediment. The exclusion of the dosimeter grains from
low-dose regions means the actual dose rate to the sand ma-
trix is higher than the infinite-matrix dose rate. However, the

Figure 1. Example of the dimensionless model geometry. Rectan-
gular cuboids representing the shells are added in one of the two
orientations until the desired mass fraction is reached (20 % in this
case). Shells may not overlap, but may lie adjacent to one another.

dose rate in the sand matrix is also affected by proximity to
the shells: grains closer than ~3 mm to a shell have a dose
rate lower than the remainder of the sand matrix, because the
shell is not emitting as much beta radiation as it absorbs.

This phenomenon presents a conundrum for dose rate es-
timation. If a shell-rich sample is homogenised before spec-
trometry or beta-counting measurements, then the beta dose
rate to the dosimeter grains will be underestimated. How-
ever, if the shells are removed before homogenisation, then
the dose rate will be overestimated because of the proxim-
ity effect. The actual beta dose rate to the grains must lie
between these extremes (the bulk-sample IM dose rate, and
the sand-matrix-only IM dose rate; hereafter ‘bulk-IM’ and
‘sand-IM”), and will depend on the size and quantity of the
shells.

3. Monte Carlo Modelling

Monte Carlo radiation transport software simulates par-
ticle interaction in a specified geometry, with the option of
recording the energy deposited in particular regions. This
study uses the MCNP4C software (Briesmeister, 2000) and
a simple, cellular geometry. A brief description of the model
set-up is given here; full details, including sensitivity tests,
are provided in the supplementary files of Cunningham et al.
(2011).

The model geometry is constructed by randomly plac-
ing rectangular cuboids within a larger cube (Fig. 1). The
cuboids have relative dimensions 10 : 10 : 1. The cuboids
represent shells or shell fragments; they are placed in one of
two orientations, until the desired volume fraction is filled
with ‘shells’. The shells are given a material of CaCOs, den-
sity 2.70 g cm 3. The remaining space is defined with a ma-
terial combination of SiO; and H,O and represents the sand
matrix with density 1.82 g cm™3, reflecting a water content
of 5 % and packing density of 65 %.
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Each shell, and the sand matrix, is defined as a source
region for beta particles. The beta energy spectra for the
sand and shell source regions are different. The spectra
were generated by Cunningham et al. (2011) using gamma-
spectrometry derived radionuclide concentrations for both
sand and shell, which were used to weight the beta energy
spectra for K, and the U and Th chains. There is a 28 : 1 ra-
tio of energy emitted per unit mass between sand and shell.
These spectra were designed for a particular coastal sample
from North Holland; their use here in a generalised model
is reasonable in my view, as differences in the radioactivity
from sample to sample will not affect the order-of-magnitude
difference between the two components.

The model has a single dosimeter, the sand-matrix region,
in which the deposited energy is recorded. Particles hitting
the boundary of the geometry are reflected back in random
directions to maintain charged-particle equilibrium. Five dif-
ferent geometries were constructed with shell mass fractions
of 5%, 10%, 20 %, 30 % and 40 %. Different shell sizes
were simulated by changing the dimensions of the geome-
try, effectively changing the volumes of the individual shells.
Each of the five geometries was used for 10 different shell
volumes between 0.0001 cm? and 2.70 cm?, resulting in 50
variations of the simulation.

4. Results

The simulation output consists of energy deposited in the
sand matrix (where the dosimeter grains must be located),
through the interaction of beta electrons and their secondary
particles. In Fig. 2, these values are expressed as a propor-
tion of the bulk-IM and sand-IM beta doses. Fig. 2a shows
the ratio of the modelled dose to the bulk-IM dose, as a func-
tion of individual shell volume and total shell mass. The
biggest departure from the bulk-IM dose occurs where shells
are large and numerous. As the shell size and quantity be-
comes smaller, the modelled beta dose approaches the bulk-
IM dose.

Fig. 2b shows the same model output, expressed as a pro-
portion of the sand-only IM dose. When there are a small
number of larger shells, the modelled dose to the sand ma-
trix is similar to its IM dose; when there are a large number
of small shell fragments, the modelled dose is much smaller
than sand-IM dose.

5. Discussion

The model used here makes use of some simplifications
in geometry, making the analysis easier but more limited in
scope. The first limitation comes through the use of vox-
elisation: the shells must be placed on a discrete coordinate
system. When packed densely, the shells are liable to stack
on top of each other, with no intervening space for the sand
matrix. This is a poor simulation of the natural sediment,
where even closely packed shells are likely to have some
sand grains in between. Assessed visually, the model geom-
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Figure 2. Results of Monte Carlo transport simulations. (a) Contour
map showing the ratio of the dose received by the sand matrix to the
bulk-sample infinite matrix (IM) dose, as a function of the individ-
ual shell volume and the total shell mass. (b) Contour map showing
the ratio of the dose received by the sand matrix to the sand-IM
dose, as a function of the individual shell volume and the total shell
mass. Also indicated are the approximate volumes of medium-sized
shell valves, shell hash, and the fragments around the 2 mm sieve
threshold.

etry is susceptible to this effect at shell mass fractions greater
than 30 % (and is responsible for the kink in the contour plots
for the 30 % shell-mass simulations). The second limitation
lies in the choice of shell dimensions. The dimension ratio
10: 10 : 1 was used to approximate a medium-sized shell
with length and width of 2 cm, and thickness 0.2 cm, and
this ratio was kept constant for smaller shell volumes. This
is not very realistic for fine shell fragments, which in nature
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Figure 3. Visual decision guide to help choose a measurement strat-
egy for the beta dose, as a function of the shell mass fraction and
the size of the shells. Lines indicate the suggested threshold of 5 %
error in beta dose rate.

are likely to be less elongated. With these two known limi-
tations, the model is most robust for the bottom right of the
contour plots (Fig. 2), and least robust for the top left. In a
further limitation, it is assumed all shells within a simulation
run are the same size. While this is obviously a simplifica-
tion, sorting does occur in fluvial and aeolian sedimentation,
as it does in shell midden formation, and it is the order-of-
magnitude differences in shell size that are of concern here.

In designing a decision strategy for samples with shell
material, it should be noted that the external beta dose to
quartz grains contributes ~60 % of the annual dose. For
feldspar, the relative contribution of external beta dose will
be lower (< ~50 %) due to an additional component of inter-
nal beta radiation. An error of 5 % in the external beta dose
rate therefore equates to ~3 % error in the total dose rate and
age estimate for quartz, and < 2.5 % for feldspar. Given the
other sources of uncertainty in OSL dating, a 3 % error in the
age can usually be tolerated. A decision strategy can then
ascertain whether this tolerance is exceeded. The strategy
can be demonstrated by considering shell material of three
different sizes, each indicated on Fig. 2:

1. Medium to large shells (volume per shell >~1 cm?).
If the pieces of shell material are relatively large, then
the beta dose to the sand is similar to the sand-IM dose.
With reference to Fig. 2b, a mass fraction of medium to
large shells of up to 30 % will result in a tolerable error
in the beta dose of under 5 %, provided that the beta
dose measurements are performed on the sand fraction.

2. Fine shell fragments (volume per fragment <~0.001
cm?). Fine shell fragments have little effect on the bulk-
IM dose rate. The error on the bulk-IM dose rate is tol-
erable for a mass fraction up to ~25 %. In most cases
therefore, fine shell fragments can be included in beta
dose measurements.

3. Shell hash. Shell material with the size range of shell
hash presents a problem. If the total shell mass is
> 10 %, both the bulk-IM dose rate and the sand-only
IM dose rate result in a significant error. For example, a
shell-hash mass fraction of 30 % will create ~20 % er-
ror in the beta dose rate, whether or not the shells are
included in the beta-dose measurements. A correction
will be then be required.

Figure 3 shows a graphical visualisation of this decision
strategy. Required beforehand are the mass fraction of the
shell material (i.e. mass of the >1 mm fraction, divided by
the total sediment mass), and the approximate volume of the
individual shell fragments (e.g. A x B x C axes of a frag-
ment, or its mass in grams divided by 2.71). If the shell
material is large or very fine, then the resulting strategy is
straightforward. Shell fragments of the size found in shell
hash will demand a correction be applied to the dose rate.
A rough correction could be made using Fig. 2a or Fig. 2b;
a more precise correction would require a sample-specific
Monte Carlo model.

6. Conclusion

Discrete shells or shell fragments in sediment create an er-
ror in the beta dose rate estimate to quartz or feldspar grains
used as dosimeters. This error occurs whether or not the
shells are included in the homogenised measurements for
beta dose-rate assessment. If shells are medium-sized or
larger (>~1 cm?), the error is probably tolerable if they are
removed from the sample before homogenisation. Fine shell
fragments (passing 2 mm sieve) can usually be homogenised
with the bulk sample. If small shells or shell-hash sized frag-
ments are present at a mass fraction of >10 %, the beta dose
rate will need to be corrected.

If shell material is present, it is straightforward to record
its total mass and the approximate size of the shells. With this
information, the decision strategy in this paper can be used.
In most cases a tolerable error can be achieved without need
for correction, but in some cases the correction to the beta
dose rate will be required. However, even a small correction
may be beneficial; for example, variability in the shell con-
tent within a set of samples, if uncorrected for, would create
additional sample-to-sample scatter in the age.
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