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Abstract 
Dose rates across the centre of a 9.7 mm diameter 
aluminium disc were measured using a 10 x 10 array 
of single grains of quartz held in holes drilled with 
600 µm separation. The dose rates were obtained by 
measuring the OSL signals from quartz grains that 
previously had been given a known gamma dose and 
comparing them with those measured following 
increasing doses given by a beta source held 5 mm 
above the disc surface. The patterns of dose rate were 
obtained for four 90Sr/90Y beta sources. Two were 
found to produce a non-uniform dose rate at the disc 
surface, with one showing a factor of two across the 
7.6 mm diameter of the area containing the 10 x 10 
array. The implications for both single grain and 
multiple grain measurements are discussed.  
 
Introduction 
There has been an increasing number of publications 
relating to the use of Risø readers that have a special 
attachment for the measurement of the OSL signals 
from individual sand-sized grains using a focussed 
laser for optical stimulation (Duller and Murray, 
2000). The main applications have been to the dating 
of sand related to archaeological sites (e.g. Jacobs et 
al., 2003), fluvial deposits (e.g. Thomas et al., 2005), 
glacial deposits (e.g. Glasser et al., 2006) and 
dosimetry studies of concrete blocks (Thomsen et al., 
2003) and mortar (Jain et al., 2004) . The prototype 
of Duller et al. (1999a; 1999b) used an 8 x 8 array of 
holes drilled into the surface of a 0.97 cm diameter 
aluminium disc. More recently a 9 x 9 array (Bøtter-
Jensen et al., 2000) and then a 10 x 10 array (Bøtter-
Jensen et al., 2003) have been used. The most 
commonly used discs have holes that are ~ 300 µm in 
diameter and 300 µm deep with their centres being 
600 µm apart; they are designed to receive single 
grains with diameters ranging from 180 to 250 µm, a 
common size used in environmental and dosimetric 
studies.  

 
The reproducibility of measurements made with the 
single grain system has been reported by Truscott et 
al. (2000) who used both Al2O3:C grains and 
thermally annealed quartz grains. By making 
repeated measurements using the same dose, they 
demonstrated the precision and accuracy of the laser 
stimulation system. This resulted in a standard 
deviation of ~3.5% for repeated measurements. 
Thomsen et al. (2005) found similar results in another 
study of repeated paired measurements, though they 
noted that the standard deviation could be decreased 
by increasing the signal integration time; similar 
findings were reported by Jacobs et al. (2006). 
 
The experiments described above have established 
the reproducibility of the measurement procedure. A 
crucial part of using such a system is calibration of 
the beta source. This can be undertaken using 
individual grains that have previously been sensitised 
and stabilised by heating, and then been given a 
known gamma dose. The SAR protocol (Murray and 
Wintle, 2000) can then be used to determine the dose 
rate. Measurements of such gamma-irradiated quartz, 
should provide a distribution of doses that has a 
standard deviation that is similar to that of the grains 
given repeated beta doses. However, it has been 
shown that the scatter in dose rate is much larger 
(Thomsen et al., 2005). Thomsen et al. (2005) also 
presented evidence that using individual dose rates 
for each grain position, rather than an average dose 
rate for the whole disc, caused a reduction in the error 
term. Their results indicated that for their source, 
non-uniformity of dose rate did not contribute more 
than about 5% to the variability observed. However, 
given the different methods of source construction, it 
is possible that other sources may be more variable, 
and that is what this paper explores. 
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Recuperation 
Source Activity n R1<R2<R3 R5/R1

(% of R1) 
Min. Max. Average dose rate 

5583 74 MBq 600 4 30 4 1.81 3.39    2.66 ± 0.04  mGy/s 
5626 24.1 MBq 1600 15 38 6     1.02     1.44        1.236 ± 0.003  mGy/s 
6100 1.48 GBq 1200 1 15 1 0.064 0.142 0.103 ± 0.002  Gy/s 
6088 1.48 GBq 2000 1 21 1 0.117 0.166 0.147 ± 0.002  Gy/s 

 
Table 1:. Sources used, source activity, number of grains (n) investigated, percentage of grains that fail a series of 
quality control tests (dose response curve, recycling ratio and recuperation), average minimum, maximum and 
average dose rate. R are normalized luminescence values (L/T) for cycles 1 to 5 in the SAR protocol. R5/R1 is the 
recycling ratio. R1<R2<R3 indicated that the dose response curve grows systematically. 
 
 
Although the grains are individually optically 
simulated with the laser, both irradiation and heating 
of all 100 grains on a disc is carried out 
simultaneously. The heating of the grains will be very 
similar as aluminium is a good conductor. The 
uniformity of irradiation will depend upon the 
source-sample distance and the homogeneity of the 
source. For older versions of the Risø TL/OSL 
reader, the source-sample distance is 7 mm, as 
reported by Mauz and Lang (2005). For more recent 
readers, this distance has been reduced to 5 mm 
(Bøtter-Jensen et al., 2000). It might be assumed that 
this geometry would provide uniform irradiation 
across the 7.6 mm diameter of the area occupied by 
the holes in the special single grain disc. However, 
this should not be assumed given recently reported 
spatial variations in dose rate reported when using a 
source with a ceramic substrate in a stand-alone 
irradiator with the sources at distances of 15 to 25 
mm from a radioluminescent probe made of CaF2 
(Spooner and Allsop, 2000). 
 
It is particularly important to take account of all 
laboratory-derived sources of error in the 
measurement of single grains before obtaining dose 
distributions for naturally-irradiated sand grains. 
Thus it is important to investigate the dose rate for 
each position across a single grain disc. In this study, 
we investigate the uniformity of the dose rate across a 
sample disc for discs irradiated in a Risø TL/OSL 
reader 
 
Equipment 
The Risø TL/OSL DA-15 reader employed in the 
study was purchased in 2002 and has a source-sample 
distance of 5 mm (Bøtter-Jensen et al., 2000). The 
carousel used to carry the sample discs has 48 
positions. Single grain discs were placed on the 
carousel of the reader with alternate positions left 
empty in order to avoid cross-talk during irradiation 
(Markey et al., 1997; Bøtter-Jensen et al., 2000) and 
optical stimulation (Bray et al., 2002). The discs were 

carefully aligned so that they were identically 
oriented. 
 
Four 90Sr/90Y sources are assessed, one original SIP 
silver plaque type source and three, more recent, SIF 
ceramic-substrate type sources manufactured by AEA 
Technology (Germany). The relative merits of these 
different types of source have been discussed by 
Aitken (1985) and by Spooner and Allsop (2000). In 
particular, it was reported that the active area of the 
SIP source has a diameter of 12 mm, whereas the 
equivalent diameter for the SIF source is only 5 mm 
(Spooner and Allsop, 2000). The sources were moved 
to the single grain reader. Each source was mounted 
in turn in the rotating aluminium wheel, which is 
built into a lead castle to provide shielding (Markey 
et al., 1997). The laboratory code and nominal 
activity for each source is given in Table 1. 
 
Experimental procedure 
The sources were calibrated using two batches of 
quartz (grain size of 180-212 µm) that had received 
doses of 5.00 and 3.18 Gy, respectively, using a 137Cs 
γ-source at the Risø National Laboratory. This quartz 
has been heat treated in the Risø National Laboratory 
and is used by them for beta source calibrations. For 
all the quartz grains used in this study an OSL signal 
could be measured. For source 5626, quartz with a 
calibration dose of 3.18 Gy was used; for the other 
sources, quartz with 5.00 Gy was used. A SAR 
protocol was applied using a 10 s preheat at 240°C 
prior to the OSL measurement that was made for 1 s 
at 125°C, and a cut heat to 220°C after the delivery of 
the test dose. Li and Ti are derived from the initial 
OSL signal (0.1 s) minus a background estimated 
from the last part of the stimulation curve (0.2 s). The 
SAR protocol used three regenerative beta doses to 
build up the dose-response curve, with R = L/T.  
 
The reliability of the protocol within a measurement 
was assessed through three checks. First, the dose-
response  curves  were tested for consistency; i.e. that  
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 Figure 1: 3-D plot of dose rate (z axis) as a function of 
grain position (x, y) on ten-by-ten grid position for source 
5583 (74 MBq SIP silver plaque source). 
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Figure 2: 3-D plot of dose rate (z axis) as a function of 
grain position (x, y) on ten-by-ten grid position for source 
5626 (24.1 MBq SIF ceramic source). 
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Figure 3: 3-D plot of dose rate (z axis) as a function of 
grain position (x, y) on ten-by-ten grid position for source 
6100 (1.48 GBq SIF ceramic source). 
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Figure 4: 3-D plot of dose rate (z axis) as a function of 
grain position (x, y) on ten-by-ten grid position for source 
6088 (1.48 GBq SIF ceramic source). 

 
larger doses gave larger OSL signals (R1 < R2 < R3). 
Second, the ratio (R5/R1) between the two 
sensitivity-corrected OSL responses generated from 
the same regenerative dose (recycling ratio) is within 
10% of unity. Third, the OSL response when a zero 
regenerative dose is administered, expressed as a 
percentage of the corrected natural OSL signal Ln/Tn, 
is small (recuperation test of Murray and Wintle, 
2000). The percentage of grains that failed the above 
checks, and thus were rejected, are listed in Table 1. 
 
Results 
The results of the experiment are plotted in 3-D 
graphs where on the x- and y-axis is the ten-by-ten 

position-grid, and on the z -axis is the estimated dose 
rate. The spatial distributions of dose rates obtained 
using single-grain discs are shown in Figures 1-4. All 
four data sets have been rotated by about 90 degrees; 
this rotation was chosen for the best display of the 
plots for sources 5583 (Figure 1) and 6100 (Figure 
3). The data used to obtain the plot shown in Figure 3 
are given in Table 2. For this source (6100), 12 discs, 
each carrying 100 grains, were used. Each point in 
the table is obtained by calculating the mean and 
standard error (not shown) from the individual 
measurements. Table 3 gives the individual 
measurements (and the mean and standard error) for 
two grain positions (1, 10) and (10,2); these positions 
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 1 2 3 4 5 6 7 8 9 10 

1 0.090 0.087 0.081 0.076 0.078 0.080 0.078 0.071 0.067 0.064 
2 0.090 0.091 0.092 0.087 0.087 0.084 0.075 0.076 0.078 0.073 
3 0.091 0.089 0.098 0.095 0.094 0.091 0.086 0.084 0.076 0.071 
4 0.102 0.108 0.102 0.101 0.103 0.095 0.094 0.089 0.083 0.076 
5 0.108 0.106 0.108 0.108 0.105 0.103 0.099 0.093 0.088 0.080 
6 0.116 0.114 0.114 0.110 0.110 0.111 0.101 0.098 0.089 0.088 
7 0.118 0.116 0.120 0.121 0.123 0.118 0.108 0.108 0.102 0.098 
8 0.128 0.133 0.128 0.127 0.125 0.120 0.110 0.105 0.104 0.097 
9 0.131 0.140 0.138 0.131 0.132 0.126 0.121 0.112 0.105 0.104 

10 0.136 0.142 0.139 0.137 0.140 0.133 0.134 0.121 0.115 0.111 
 
Table 2: Source 6100 - Average individual single-grain dose-rate estimates (Gy/s) calculated for each position on 
the disc (100 grains are measured on each of 12 discs). In bold are the minimum and maximum dose rate values. 
 
 
 

Position Individual dose rate estimates (Gy/s) Mean and 
s.e. 

(1,10) 0.136 0.147 0.142 0.132 0.149 0.150 0.137 0.142 0.142±0.002 
(10,2) 0.065 0.060 0.071 0.060 0.054 0.060 0.063 0.085 0.064±0.003 

 
Table 3: Source 6100 - Dose rate measurements for 8 discs for two positions 
 
 
correspond to the positions giving the lowest and 
highest dose rates, respectively. In each case, the 
dose rate was measured on 8 grains (out of the 
possible 12 prior to the grain rejection criteria being 
applied). 
 
For determination of the dose rate for one grain on 
one disc, e.g. that at position (1, 1) on the first disc, it 
is necessary to be sure that the OSL signal is 
measured reliably. The reproducibility of the OSL 
signal measurement through a SAR run can be 
assessed by looking at the recorded position of the 
laser beam during successive measurements. An 
example of this is shown in Figure 5, where for the 
first grain the position of the measurement of the 
gamma dose is shown at the centre of a circle drawn 
to represent the size of a 300 µm diameter hole. The 
co-ordinate centres for each subsequent beta dose 
measurement (irradiation with source 6100) are 
shown. There is a slight movement (<20 µm) for the 
second measurements and the remaining six are 
clustered at ~100 µm from the initial position. This 
shows that no further relative measurement has 
occurred as a result of the movement of the disc 
whilst in the reader. 
 
The fact that the disc is not moving far, with respect 
to the coordinate system, implies that it is not moving 

far relative to the beta source either. This will allow 
for the dose response curve for each grain in that 
position to be well defined. However, for it to be 
meaningful to calculate the mean dose rate for a grain 
position, the discs should be placed in a similar 
position relative to the source. That this has been 
accomplished in this study, can be seen by plotting 
the recorded co-ordinates for four consecutively 
measured discs. In Figure 6 these positions are shown 
for both the first measurement (i.e. related to the 
gamma dose) and the last measurement (i.e. related to 
the final beta dose). From this plot it is inferred that 
the dose rate is being measured at positions relative 
to the source that are within 500 µm. 
 
Discussion 
A source’s homogeneity can be assessed by visual 
inspection of the 3-D plots. Flat surfaces indicate 
spatial homogeneity of irradiation and such a surface 
is found for sources 5626 and 6088. If a non-flat 
surface is observed, this indicates that irradiation 
does not occur uniformly, and these are found for 
sources 5583 and 6100. The results shown in Figures 
1-4 indicate that two of the sources result in a steep 
gradient in the dose rate across the 10 x 10 array of 
grains. In Figure 1, showing the data obtained using 
the SIP type source (5583), the dose rate varies from 
3.39 mGy/s to 1.81 mGy/s. In Figure 3, showing the  
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Figure 5: Plot of centre co-ordinates for position (1, 
1) as obtained over 8 OSL measurements made in a 
SAR cycle. Circle drawn to show size of hole with its 
centre at the first measurement position. 
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Figure 6: Plot of centre co-ordinates for first and 
last measurements of SAR run for position (1, 1) on 
each of four discs (#1, #2, #3 and #4). Circle drawn 
to show size of hole. 
 
 
data obtained using the SIF type source 6100, the 
dose rate varies from 0.142 Gy/s to 0.064 Gy/s (Table 
1). For the other two SIF type sources, 5626 (Figure 
2) and 6088 (Figure 4), the dose rate is much more 
uniform, and the maximum and minimum values for 
each source are given in Table 1. The ratio of the 
maximum to minimum values for the latter two 
sources is 1.41. 
 
Non-uniform irradiation could be caused by non-
uniform distribution of radioactive material on the 
source face. The method of manufacture of both 
types of sources employs the dropping of a liquid 

containing 90Sr onto a surface. In the case of SIP 
sources, the liquid is evaporated from the silver plate 
that forms the front of the source (Aitken, 1985). In 
the manufacture of SIF sources, the liquid is dropped 
onto a ceramic surface, into which it can penetrate; 
this may result in it not being uniformly distributed 
prior to evaporation. There appears to be no 
immediate solution to this problem with source 
construction, though it has been suggested that a mini 
X-ray generator may provide an alternative (but 
uniform) irradiation source (Andersen et al., 2003). 
 
An alternative interpretation of the results is that the 
steep gradient in dose rate for sources 5583 and 6100 
is caused by a mis-alignment of the source and the 
aperture through which the electrons pass. This 
possibility is however not likely seeing the different 
orientations of the dose-rate gradients for the two 
sources. The experiment was not repeated with the 
sources in different orientations. 
 
For single grain measurements, it is possible to obtain 
individual dose rates for each hole in a single grain 
disc and, indeed, it is essential to do this to avoid 
incorrect dose evaluation. However, it should be 
pointed out that there is likely to be a problem if 
these poorly-performing sources are used for 
measurement of aliquots made up of several thousand 
grains. It would still be possible to measure an 
average dose rate for a non-uniform source, using the 
uniformly bright calibration quartz spread over a 9 
mm diameter area in the centre of the disc. However, 
in the case of un-sensitised sand-sized quartz grains, 
it has been demonstrated that only a small percentage 
of grains produce almost all the OSL signal (e.g. 
Duller et al., 2000; Jacobs et al., 2003). These bright 
grains would be randomly distributed amongst the 
thousand or so grains on a sample disc. The value of 
the equivalent dose that would be calculated would 
depend upon exactly where the bright grains were 
situated. For a non-uniform source such as 6100, this 
would result in a previously unconsidered source of 
scatter in the distribution of the values of the 
equivalent dose. In contrast to the case for single 
grains, it is not possible to obtain an appropriate 
calibration and this will result in meaningless De 
distributions or, at the very least, prevent using 
overdispersion measurements to obtain information 
on bleaching history. For laboratories without access 
to a single grain reader, or equipment of the type used 
by Spooner and Allsop (2000), a simple test can be 
applied. A quartz grain can be placed several mm 
from the centre of a regular sample disc and given a 
dose. The disc should then be rotated by 180° and the 
SAR protocol applied. If the number of seconds of 
irradiation required to match the first irradiation time 
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is identical, then the disc may be considered to be 
uniformly irradiated.  
 
Conclusions 
Using OSL signals from highly-sensitised quartz 
grains that had been given a laboratory gamma dose, 
we have demonstrated that two of the four 90Sr/90Y 
sources in the Netherlands Centre for Luminescence 
Dating in Delft give non-uniform dose rates across 
the inner area of a standard 9.7 mm diameter sample 
disc. The measurement used single grains mounted in 
a 10 x 10 array within an area of 7.6 mm diameter.  
 
Of the two sources that resulted in a uniform dose 
rate, both were of the SIF type. Of the two sources 
that showed poor uniformity, one was of the SIP type 
and one of the SIF type. This study has shown that it 
is essential to make a calibration for each hole 
position when using the single grain facility. The 
gradient across the 7.6 mm diameter area would 
make it inappropriate for use in regular dosimetry 
measurements in which grains of variable sensitivity 
are randomly distributed across a 9 mm diameter area 
of the 9.7 mm diameter sample disc. Effects of the 
non-uniform dose rate on regular dosimetry 
measurements may be mitigated by mounting the 
sample only on the central area of the disc. 
 
It is not clear whether the strong non-uniformity of 
the measured dose rate is the result of non-uniformity 
of the radioactive material on the source face or the 
mis-alignment of the source and the aperture, but the 
former is considered more likely. 
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Abstract 
Measurement of the optically stimulated 
luminescence signal during linear ramping of the 
stimulation power (LM-OSL) is a useful and efficient 
method for separating constituent OSL components, 
and for detailed investigation of the luminescence 
properties of each component. However, the practical 
procedures for the analysis of the quartz LM-OSL 
signal have been largely ambiguous in previous 
publications. In this study, we discuss various aspects 
of the analysis of quartz LM-OSL curves. This 
includes the measurement of background count rate, 
deconvolution of the LM-OSL curves using 
commercially available software, derivation of 
detrapping probabilities from the fitting results, and 
the identification and characterisation of each OSL 
component based upon the photoionisation cross-
sections derived from these values.   
 
Introduction 
A decade ago, Bulur (1996) introduced an innovative 
method of measuring optically stimulated 
luminescence (OSL) which is now widely known as 
LM-OSL (Linearly Modulated OSL). The LM-OSL 
signal is observed by linearly increasing the 
stimulation power of the light source during 
measurement, and it has many advantages over 
continuous wave OSL (CW-OSL) measured with 
constant stimulation power. By ramping the 
stimulation power from zero to a particular value 
(usually the maximum power of the light source), the 
OSL signal appears as a series of peaks; each peak 
represents a component of the OSL signal with a 
particular physical parameter, namely the 
photoionisation cross-section. The LM-OSL signal 
allows more effective and accurate characterisation 
of each OSL component than the CW-OSL signal, 
and thus, LM-OSL can be used as an essential tool 
for understanding processes giving rise to OSL and 
improvement of the optical dating procedure based 
on measurement of CW-OSL. 
 
Recently, various physical aspects of OSL 
components (such as sensitivity, dose response, 

thermal stability, and recuperation) have been 
investigated using LM-OSL signals from single and 
multiple quartz grains (Bulur et al., 2000, 2002; Jain 
et al., 2003; Kuhns et al., 2000; Singarayer, 2002; 
Singarayer and Bailey, 2003).  In addition, LM-OSL 
signals have been used to identify the cause of 
problems in dating sediments (equivalent dose 
estimation) using quartz grains (Choi et al., 2003a 
and b; Tsukamoto et al., 2003).  Singarayer and 
Bailey (2003, 2004) showed that one of the slow 
components (the slowest component they observed) 
saturated at much higher doses (> 1000 Gy) than the 
fast component that usually dominates the initial part 
of the CW-OSL signal; this component has potential 
for dating old samples of around 1 Ma.  All these 
studies make use of LM-OSL signals and require the 
separation and identification of the different OSL 
components; this can be achieved, in principle, by 
mathematical deconvolution of LM-OSL curves.  
However, the process of fitting components to the 
LM-OSL curve and the derivation of trap parameters 
for each component are somewhat ambiguous in the 
earlier publications.   
 
In this paper, we present the process of fitting 
components to the LM-OSL curve obtained from 
multi-grain single aliquots of quartz, using 
commercially available software and the derivation 
of useful trap parameters from the fitting results.  The 
procedures are applied to two sedimentary quartz 
samples that have very different LM-OSL 
characteristics. 
 
Samples and experimental details 
Quartz grains extracted from a fluvial sediment from 
the Kenyan Rift Valley (lab code ER4) and an 
aeolian dune sand from Tasmania, Australia (lab 
code TNE9517) were used in this study.  The quartz 
fraction of 150-250 µm diameter grains was 
recovered by density separation and sieving, and 
purified through sequential use of 10 vols H2O2, 10% 
HCl, and 40% HF. The detailed luminescence 
characteristics of these two samples have been 
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reported elsewhere (Choi et al., in press; Duller and 
Augustinus, in press).  
 
Quartz OSL was measured using an automated 
luminescence measurement system (Risø TL/OSL-
DA-15), which is equipped with a 90Sr/90Y beta 
source delivering 0.11 Gy·s-1 to the sample position.  
Quartz OSL was stimulated using blue LED arrays 
(470 ± 30 nm) with a green long-pass GG-420 filter 
in front of the LEDs, and the stimulation temperature 
was 125°C.  Photon detection was by an 
EMI9235QA photomultiplier tube through 7.5 mm 
thickness of Hoya U-340 filter.  Quartz LM-OSL 
signals were measured by linearly ramping the 
stimulation power of the blue-LEDs from 0 to 90 % 
(~ 30 mW·cm-2) of full power over a period of 3600 s 
with the photon counts being collected every 4 s.  
The quartz grains were mounted over an area of 8 
mm diameter on 9.7 mm diameter aluminium discs 
using silicone oil (~ 1600 grains per aliquot). 
 
Deconvolution of the LM-OSL curves was performed 
using commercial software SigmaPlotTM (ver. 7), 
which employs the Marquardt-Levenberg algorithm 
for linear and non-linear fitting. 
 
Deconvolution of LM-OSL curves 
 
Background subtraction and testing the linearity of 
the increase in stimulation power 
Before fitting LM-OSL curves, it is important to 
consider the background count rate while ramping the 
stimulation power. In order to measure the 
background, 5 blank aluminium discs (coated with a 
thin silicone oil layer, but without quartz grains on 
top of it) were prepared and the photon count rate 
was measured whilst increasing the stimulation 
power of the blue LEDs from 0 to 30 mW·cm-2 for 
3600 s (the disc was held at a constant temperature of 
125°C). The background count rates from all the 
blank discs were found to be dependent upon the 
stimulation light intensity; the background count 
rates increased with increasing stimulation light 
intensity. The average of the background data from 
five aliquots is depicted as open circles in Fig. 1(a). 
 
Two further experiments were performed under the 
same stimulation conditions.  In the first, aluminium 
discs were used without silicone spray, and in the 
second, stainless-steel discs (with and without 
silicone spray) were used; similar data sets (not 
shown here) were obtained.  Thus, it was concluded 
that the increase of the background count rate with 
increasing stimulation light intensity, as shown in 
Fig. 1(a), is the result of stimulation light breaking 
through the Hoya U-340 detection filter and arriving 
at the photomultiplier tube. 

The point-by-point average of the background data 
could be best fitted using a quadratic function (y = 
294 + 0.04921 x + 0.00003239 x2, solid line in Fig. 
1(a)) with an R2 value of 0.998.  If the background is 
solely related to the stimulation light, the intensity of 
which is increased linearly, the background should 
increase linearly. A possible explanation for the non-
linearity is a slight change in wavelength of the LED 
emission as the power is increased, allowing more 
photons to pass through the Hoya U-340 filter, 
though this hypothesis has not been tested. 
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Figure 1: (a) Background count rate as measured on 
a blank disc (aluminium discs with silicone spray, but 
no quartz grains) with the standard U-340 filters.  
The average of the background data can be best fitted 
using a quadratic function. (b) Photon counts 
measured while ramping the blue LED power from 0 
to 90% over a period of 3600s. For this measurement 
the U-340 filters were removed and replaced by an 
opaque disc with a pin hole and three neutral density 
filters. The inset shows the same data over the 
interval from 0 to 5% of full power in the first 200 s. 
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For subsequent LM-OSL measurements, we take the 
quadratic fit derived above as the background, and all 
the LM-OSL curve fittings described in this paper are 
performed after subtraction of this background from 
the measured data sets. 
 
Another critical test to make prior to LM-OSL 
measurement is that the increase in the intensity of 
the light emitted by the blue LEDs is linear during 
the measurement. The mathematics described by 
Bulur (1996) is based upon the assumption that this is 
the case. This was tested by removing the U-340 
filters and replacing them with an opaque disc in 
which a pin hole was placed. Three semi-silvered 
neutral density filters (ND3.0, ND1.0 and ND1.0) 
were then added to attenuate the signal by a factor of 
100,000 so that the photomultiplier was not blinded. 
A blank aluminium disc was placed on the carousel. 
In this way, the photomultiplier could be used to 
directly measure the intensity of the blue LEDs 
during an LM-OSL procedure. Fig. 1(b) shows the 
photon counts measured during the 3600 s of an LM-
OSL procedure in which the blue LEDs were ramped 
from 0 to 90% of full power. Fitting a straight line to 
this data gives an R2 value of 0.9999. The inset to 
Fig. 1(b) shows that the increase is linear even over 
the range from 0 to 5% of full power. (Please note 
that caution is required when making this 
measurement to avoid blinding, and permanently 
damaging, the photomultiplier tube by exposing it to 
the blue LEDs without appropriate shielding). 
  
Equations for use in SigmaPlotTM

The LM-OSL curves were obtained by stimulating 
the natural quartz grains of samples TNE9517 and 
ER4 (one aliquot for each sample) with increasing 
stimulation light intensity from 0 to 30 mW·cm-2 for 
3600 s at 125°C.  The photon count data sets were 
transferred to the graphics software (SigmaPlotTM), 
the background subtracted and the LM-OSL vs. 
ramping time plots used for curve fitting (Fig 2).  The 
simplest form of the equation governing the LM-OSL 
curve has been given in Bulur et al. (2002): 
 
L(t) = n0 b (t/P) exp(-bt2/2P)            (Eqn. 1) 
 
where L(t) is the luminescence intensity as a function 
of time (t), n0 is the number of trapped electrons, P is 
the total stimulation time, b is the detrapping 
probability, which is proportional to the 
photoionisation cross-section (σ) and the maximum 
stimulation light intensity (I0) with b = σ I0 (see 
Appendix 1 for example calculations). 
 
The number of OSL components has been shown to 
vary  from   sample   to   sample;   Jain  et  al.  (2003)  
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Figure 2: Separation of quartz LM-OSL signals by 
mathematical fitting with commercially available 
software (SigmaPlotTM).  Both (a) an aeolian sample 
from Tasmania (TNE9517) and (b) a fluvial sample 
from Kenya (ER4) could be separated into 4 
components, but having a different selection of 
photoionisation cross-sections (Table 5). 
 
identified 6 OSL components from 9 sedimentary 
quartz samples, but Singarayer and Bailey (2003) 
reported that most of the sedimentary quartz samples 
that they analysed had 5 components.  Choi et al. (in 
press) also showed that more than 80% of the 
samples investigated in their study have 5 
components, whereas they identified only 3 OSL 
components from the well-studied sedimentary quartz 
WIDG8 from western Australia. However, the 
number of components in these previous studies is 
based on the LM-OSL curves observed from multi-
grain aliquots, whereas others have shown that the 
number of components varies from grain-to-grain 
when measurements are made on individual grains 
(Bulur et al., 2002; Yoshida et al., 2003).  
 
Although the value of σ (cm2) is the fundamental 
property, b (s-1) is more convenient for use in the 
software package. On the basis of Eqn. 1, the 
following form (Eqn. 2) was entered into the fitting 
program of the software (“Regression Wizard” in 
SigmaPlotTM). 
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Relative 
σ  

  N = 3 bN / b1 N = 4 bN / b1 N = 5 bN / b1 N = 6 bN / b2

 n1 9.988×106 9.870×106 5.212×106 6.967×101σF / σF =  
1.0  b1 1.468 

1.0 
1.482 

1.0 
1.482 

1.0 
1.735×105 1.2 × 105

 n2 7.917×105 7.370×105 4.659×106 5.887×106σM / σF =  
0.2  b2 0.1584 

0.1 
0.2580 

0.2 
1.482 

1.0 
1.482 

1.0 

 n3 8.935×106 8.074×105 7.370×105 3.983×106σS1 / σF = 
0.06  b3 0.0010 

0.001 
0.0107 

0.01 
0.2580 

0.2 
1.482 

1.0 

 n4  9.118×106 8.074×105 7.370×105σS2 / σF = 
0.01  b4  

 
0.0008 

0.001 
0.0107 

0.01 
0.2580 

0.2 

 n5   9.118×106 8.074×105σS3 / σF = 
0.001  b5  

 
 

 
0.0008 

0.001 
0.0107 

0.01 

 n6    9.118×106σS4 / σF = 
0.0001  b6  

 
 

 
 

 
0.0008 

0.001 

  R2 0.999  0.999  0.999  0.999  
 
Notes: 
Relative σ values are from Jain et al. (2003). N is the number of OSL components in the fitting equation (Eqn. 2). Initial bN 
values for fitting were derived from Jain et al. (2003) (see text).  Initial nN was set to 105 and nN and bN were constrained to be nN 
> 0, bN >0. The number of iterations, step size, and tolerance were set to 105, 102 and 10-500, respectively. Shaded boxes represent 
imaginary components with very high b and low n values (see text for details). 
 
Table 1: Output parameters of LM-OSL curve fitting of sample TNE9517 with different numbers of OSL 
components (initial b values taken from Jain et al. (2003), listed in order of descending value) 
 
 
f = n1 b1 (t/P) exp(-b1t2/2P) + n2 b2 (t/P) exp(-b2t2/2P) 
+ n3 b3 (t/P) exp(-b3t2/2P) + n4 b4 (t/P) exp(-b4t2/2P) + 
n5 b5 (t/P) exp(-b5t2/2P) + …………+ nN bN (t/P) 
exp(-bNt2/2P)          

(Eqn. 2) 
 
where P, the total stimulation time, was fixed as 3600 
s in this experiment, and the values nN (number of 
trapped electrons) and bN (detrapping probability) are 
those obtained through mathematical fitting.   
 
One way of seeing whether the individual values of b 
(and thus σ, since b = σI0) have the same relative 
behaviour as has been found by others, is to compare 
the ratios of the parameter b for each of the N 
components. These can also be compared with the 
relative values of σ published by others. We have 
chosen to compare our ratios of b values with the 
ratios for σ values of the components reported by Jain 
et al. (2003). The latter ratios can be seen in the 
furthest left column of Table 1. The data sets for 
TNE9517 and ER4 are available on the journal web 
page as described in Appendix 2. 
 
Fitting LM-OSL curve for TNE9517 
The LM-OSL curve for sample TNE9517 was fitted 
with a varying number of constituent OSL 
components (3, 4, 5 and 6 components; N = 3, 4, 5, 6 
in Eqn. 2), and the results are summarised in Table 1.  

The initial nN values were set to be 100000 and the 
initial values for bN were based on the values of σ 
given by Jain et al. (2003), but for a maximum power 
of 30 mW·cm-2, rather than 47 mW·cm-2 as used by 
Jain et al. (2003). For N=3 components, these  were  
σF,  σM  and  σS1 for the fast, medium and slow1 
components with initial values of 2.32 × 10-17, 5.59 × 
10-18 and 1.33 × 10-18 (cm2), respectively, giving rise 
to b values of 1.65, 0.396, and 0.0943 (s-1).  The 
value of P in Eqn. 2 was fixed as 3600 s, and the 
maximum number of iterations was 105 with a step 
size of 102. The tolerance was set to 10-500 in order 
that the fitting process stops when the absolute value 
of the difference between the norm of the residual 
(square root of the sum of the squares of the residuals 
by definition), from one iteration to the next, is less 
than 10-500. For N=4, 5 and 6, values of b were 
calculated from the data of Jain et al. (2003) giving 
0.0147, 0.0015 and 0.0002 (s-1) for slow2, slow3 and 
slow4. 
 
From Table 1, it can be seen that the values of b1, b2 
and b3 obtained when N was set to 3 are similar, but 
not identical, to the values entered at the start of the 
iteration. The ratios of b2 / b1 and b3 / b1 are similar to 
the equivalent ratios of σM /σF and σS1 / σF, using the 
values of Jain et al. (2003). Fitting of 3 components 
was good as shown by the R2 value being 0.999. 
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Similar results were obtained for N=4 when adding in 
the extra components (slow2 for N=4). The values of 
b1 were very similar for N=3 and N=4, and those for 
b2 and b3 were not dissimilar. For N=5 (additionally 
adding in the b value for slow3), it can be seen from 
the repetition of 1.482 as both the calculated b1 and 
b2 values, and the simultaneous division of n between 
n1 and n2, that the software has created two almost 
identical LM-OSL signal components. This implies 
redundancy in the number of components, and the 
conclusion is that only 4 components are present in 
the TNE9517 signal in Fig. 2(a). For N=6 
(additionally adding in the b value for slow4) then the 
same redundancy is seen by the identical values 
found for b2 and b3. In addition, for N=6, an 
imaginary component, with a very high value of b (b1 
= 1.735 × 105) and a very low value of n (n1 = 6.967 
× 101) can be seen (shaded box in Table 1). This 
result also confirms the conclusion reached for N=5, 
namely that TNE9517 LM-OSL is well represented 
by 4 components. Thus the signals are probably the 
fast, medium, slow2 and slow3. In addition, the 
relative values of b, shown as bi / b1, are similar to 
the ratios for σi / σF for the photoionisation cross-
sections of Jain et al. (2003). 
 

Fitting LM-OSL curve for ER4 
The same approach was taken for ER4 (Fig. 2(b)), 
starting by entering the values of b for the fast, 
medium and slow1 components for N=3. In this case, 
the fit was not good, with R2 = 0.841, and the values 
obtained were not similar to those entered (Table 2). 
When fitting for N=4 (adding in b for slow2), the use 
of 4 components resulted in a better fit (R2 = 0.915). 
However, N=5 (adding in b for slow3) resulted in a 
worse fit, owing to the calculation of 3 components 
with very high b values (shaded part of Table 2). For 
N=6, the 4 components found for N=4 were again 
calculated, together with two imaginary components 
that had no effect on the fitting (R2 = 0.915, as for 
N=4). This again confirms that ER4 has 4 
components, as previously suggested by Choi et al. 
(in press). In this case, the components are thought to 
be the medium, slow2, slow3 and slow4 components 
of Jain et al. (2003) on the basis of the ratios of the b 
values compared with the ratios of σ. In no 
calculation was a fast component identified. 
 
 
 
 

 
Relative 

σ 
  N = 3 bN / b1 N = 4 bN / b1 N = 5 bN / b4 N = 6 bN / b3

 n1 2.659×105 1.153×105 3.814×104 5.009×10-5σM / σM = 
1.0  b1 0.1224 

1.0 
0.3607 

1.0 
1.832×106

1.2×108

6.159×108
1.7×109

 n2 1.478×106 5.647×105 1.615×10-7 2.702×10-5
σS1 / σM = 

0.24  b2 0.0105 
0.09 

0.0302 
0.08 

4.014×104 2.6×106

1.138×105 3.2×105

 n3 1.084×107 1.292×106 3.072×104 1.153×105
σS2 / σM = 

0.04  b3 0.0004 
0.003 

0.0066 
0.02 

3.409×103 2.2×105

0.3607 
1.0 

 n4  1.215×107 1.461×106 5.647×105σS3 / σM = 
0.004  b4  

 
0.0003 

0.0008 
0.0155 

1.0 
0.0302 

0.08 

 n5   9.920×106 1.292×106σS4 / σM = 
0.0005  b5  

 
 

 
0.0005 

0.03 
0.0066 

0.02 

 n6    1.215×107
 

 b6  
 

 
 

 
 

0.0003 
0.0008 

  R2 0.841  0.915  0.402  0.915  
 
Notes 
Relative σ values are from Jain et al. (2003). N is the number of OSL components in the fitting equation (Eqn. 2). Initial bN 
values for fitting were derived from Jain et al. (2003) (see text).  Initial nN was set to 105 and nN and bN were constrained to be nN 
> 0, bN >0. The number of iterations, step size, and tolerance were set to 105, 102 and 10-500, respectively. Shaded boxes represent 
imaginary components with very high b and low n values (see text for details). 
 
Table 2: Output parameters of LM-OSL curve fitting of sample ER4 with different numbers of OSL components 
(initial b values starting from Jain et al.’s (2003) fast component b values) 
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Tests for the fitting of ER4 LM-OSL curve 
Since no fast component was found, even though the 
initial estimate for the first b value (b1) was given the 
value for the fast component of Jain et al. (2003), it 
was expected that the ability to fit components would 
not be sensitive to the selection of initial b values.  In 
particular, we anticipated that starting with b1 equal 
to the value of the medium component of Jain et al. 
(2003) would also result in the same 4 components.  
The results from this analysis are given in Table 3.  
Firstly with N=3, the results were identical to those 
calculated in Table 2, with the same low value of R2 
(0.841). Increasing the number of components in the 
same way (by adding in the next smallest value of b), 
the curve was poorly fitted, with R2 = 0.402 for both 
N=4 and N=5 and with two or three imaginary 
components being presented (shaded boxes in Table 
3). Thus it seemed impossible to recover more than 3 
components or values of b, unlike the situation when 
starting the calculation with the fast component b 
value. 
 
The data for ER4 were re-investigated for N=3 and 
N=4, but using the values obtained from Table 2 
(N=4 or N=6 with R2 = 0.915). For N=3, the values 
of b obtained for the 3 components were the same as 

had been obtained in both Table 2 and Table 3, with 
R2 = 0.841 (Table 4). For N=4, the same three 
components were obtained with R2 = 0.841, but an 
additional, imaginary, component was calculated 
(shaded box). The calculation for N=4 was then 
repeated, but constraining b to lie between 0 and 2, 
noting that b for the fast component was calculated to 
be 1.468 (Table 1).  Application of this constraint 
resulted in four b values being obtained, each of 
which was numerically identical to those obtained in 
Table 2. 
 
The sensitivity of the fitting algorithm to the choice 
of the initial values for the fitted parameters was 
investigated for two synthetic LM-OSL data sets 
(Appendix 3) where the true values of b and n were 
known. This showed that while a wide range of initial 
values resulted in identical final values, there were 
certain combinations of initial parameters that did not 
result in the correct values being determined. In these 
cases, b values that were either very large (>~103) or 
very small (<~10-6) were produced. Further work is 
required to understand the optimum choice of initial 
starting parameters. 
 

 
 

Relative 
σ 

  N = 3 bN / b1 N = 4 bN / b3 N = 5 bN / b4

 n1 2.659 × 105 2.675 × 104 1.621 × 10-5

σM / σM = 1.0  b1 0.1224 
1.0 

2.443 × 106
1.6 × 108

1.188 × 108
7.7 × 109

 n2 1.478 × 106 1.160 × 104 9.507 × 10-4

σS1 / σM = 0.24  b2 0.0105 
0.09 

2.898 × 103 1.9 × 105

7.521 × 107 4.9 × 109

 n3 1.084 × 107 1.461 × 106 5.100 × 10-4

σS2 / σM = 0.04  b3 0.0004 
0.003 

0.0155 
1.0 

1.219 × 105 7.9 × 106

 n4  9.920 × 106 1.461 × 106
σS3 / σM = 0.004 

 b4  
 

0.0005 
0.03 

0.0155 
1.0 

 n5   9.920 × 106
σS4 / σM = 0.0005 

 b5  
 

 
 

0.0005 
0.03 

 n6    
  b6  

 
 

 
 

 

  R2 0.841  0.402  0.402  
 
Notes 
Relative σ values are from Jain et al. (2003). N is the number of OSL components in the fitting equation (Eqn. 2). Initial bN values for 
fitting were derived from Jain et al. (2003) (see text).  Initial nN was set to 105 and nN and bN were constrained to be nN > 0, bN >0. 
The number of iterations, step size, and tolerance were set to 105, 102 and 10-500, respectively. Shaded boxes represent imaginary 
components with very high b and low n values (see text for details). 
 
Table 3: Output parameters of LM-OSL curve fitting of sample ER4 with different numbers of OSL components (initial 
b values starting from Jain et al.’s (2003) medium component b values) 
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 N = 3 N = 4 †N = 4 (0<b<2) 

n1 2.659 × 105 3.980 × 10-4 1.153 × 105

b1 0.1224 4.358 × 107 0.3607 
n2 1.478 × 106 2.659 × 105 5.647 × 105

b2 0.0105 0.1224 0.0302 
n3 1.084 × 107 1.478 × 106 1.292 × 106

b3 0.0004 0.0105 0.0066 
n4  1.084 × 107 1.215 × 107

b4  0.0004 0.0003 
R2 0.841 0.841 0.915 

 

† b values obtained by constraining b values to between 0 and 2 were identical to the initial b values used in the fitting process. 
Shaded boxes represent imaginary components with very high b and low n values (see text for details). 
 
Table 4: Output parameters of LM-OSL curve fitting of sample ER4 with different numbers of OSL components 
(using previous best-fit b values as initial values; b1 = 0.3607, b2 = 0.0302, b3 = 0.0066, b4 = 0.0003, see Table 2 (N 
= 4)) 

 
 

TNE9517 ER4 
components b (s-1) σ (cm2) *Relative σ components b (s-1) σ (cm2) *Relative σ 

A 1.4820 2.1 × 10-17 1.0 a 0.3607 5.1 × 10-18 1.0 

B 0.2580 3.6 × 10-18 0.2 b 0.0302 4.3 × 10-19 0.08 

C 0.0107 1.5 × 10-19 0.01 c 0.0066 9.3 × 10-20 0.02 

D 0.0008 1.1 × 10-20 0.001 d 0.0003 4.2 × 10-21 0.0008 
 

*Relative σ values were obtained by dividing each σ value with the σ values of components A and a for samples TNE9517 and 
ER4, respectively. 
 
Table 5: Photoionisation cross-sections of the OSL components of sample TNE9517 and ER4 
 
 
Identification of quartz OSL components in TNE9517 
and ER4 
The fitting results of the LM-OSL curves for samples 
TNE9517 (Table 1) and ER4 (Table 4) show the need 
for 4 OSL components in each case.  Provisionally, 
the separated OSL components are designated as A, 
B, C, D components for TNE9517, and a, b, c, and d 
components for ER4, based on the order of 
appearance of each peak (Table 5 and Fig. 2).  
Components C and D in TNE9517 are so small that 
they are barely visible in Fig. 2(a).  For ER4, the first 
three components (a, b, c) appear to have a similar 
height in the LM-OSL plot (Fig. 2(b)). 
 
The A, B, C, and D components of sample TNE9517 
(Fig. 2(a)) can be classified as the fast, medium, 
slow2, and slow3, components, respectively. Sample 
ER4 appears not to have either a fast or slow1 OSL 
component.  Thus, components a, b, c and d in Fig. 

2(b) can be identified as the medium, slow2, slow3 
and slow4 components on the basis of their σ values 
(Table 5).   
 
Conclusions  
In analysing quartz LM-OSL signals, it is important 
to consider the background count rates during LM-
OSL measurements and to ensure that the stimulation 
power does increase linearly.  The background count 
rates in this study showed a quadratic increase with 
increasing stimulation power, which might be the 
result of the combination of the stimulation light 
breaking through the detection filter and a change in 
wavelength of the stimulation emission as the power 
is increased.  Direct measurement of the intensity of 
the light emitted from the blue LEDs confirmed that 
the power increases linearly during an LM-OSL 
measurement.  
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After the subtraction of background count rates, the 
LM-OSL curves were separated into OSL 
components using a commercially available software 
package (SigmaPlotTM). The detrapping probabilities 
were better suited to the mathematical fitting than the 
photoionisation cross-sections. For TNE9517, a 
sample with a strong fast component, trying to fit 
more than 4 components resulted initially in the 
splitting of the first component (for N=5) and then in 
the creation of an additional component with an 
unrealistically high b value (for N=6). Similar 
problems were encountered for ER4, for which there 
was no fast component. In this case, using certain 
initial estimates for the parameters, it was also found 
necessary to restrict the range of b to between 0 and 
2.  The detrapping probabilities were used to identify 
the constituent OSL components. By comparison 
with published photoionisation cross-sections (Jain et 
al., 2003), it was shown that the aeolian sample from 
Tasmania (TNE9517) consists of 4 OSL components 
(fast, medium, slow 2, and slow 3).  The fluvial 
sample from Kenya (ER4) also has 4 OSL 
components (medium, slow2, slow3 and slow4), but 
does not have the fast component. Neither of the 
samples has a slow1 component.   
 
 
Acknowledgements 
We would like to thank Dr. Mayank Jain for 
constructive discussions in the early stages of our 
study, and Bert Roberts for improving the clarity of 
the paper. JHC was financially supported by a Korea 
Research Foundation Grant funded by the Korean 
Government (MOEHRD, Basic Research Promotion 
Fund, C00265: M01-2004-000-20041-0). GATD 
acknowledges the support of the NERC through grant 
NER/T/S/2002/00677. 
 
 
 
Appendix 1. Calculation of photoionisation cross-
section (σ) 
The photoionisation cross-section (σ), which is 
related to the detrapping probability (b) and the 
maximum stimulation intensity (I0) (b = σ I0), is a 
useful parameter for defining the OSL component.  
While the value of b obtained for a sample will 
depend upon the maximum intensity of the 
stimulation light source, the photoionisation cross-
section is independent of the measurement 
conditions. Many authors have reported the 
photoionisation cross-section of each OSL 
component obtained using various methods for their 
samples (Bøtter-Jensen et al., 2003, and references 
therein).  Here, we briefly show the calculation of the 
photoionisation cross-section from the output 

parameters (n and b) obtained through mathematical 
fitting. 
 
The energy (E) of one photon is given by 

E = h ν                       (Eqn. 3) 
 

where h is Planck’s constant, 6.63 × 10-34 J·s = 6.63× 
10-34 W·s2, and ν is frequency (for light with 
wavelength (λ) of 470 nm, ν = 3 × 108 / 470 × 10-9 s-

1,with ν = c / λ, where c is the speed of light).  Thus, 
the energy of one photon produced by a blue-LED 
(470 nm) is calculated to be 4.23 × 10-19 W·s.  Given 
that the maximum intensity of the blue-LED array 
used to measure the LM-OSL curve from samples 
TNE9517 and ER4 is 30 mW·cm-2, the number of 
photons per unit time per unit area is 7.1 × 1016 s-

1·cm-2 ( = 0.03 W·cm-2 / 4.23 × 10-19 W·s). Then, the 
photoionisation cross-section, σ, can be obtained by 
dividing the detrapping probability (b) of each OSL 
component by the photon flux I0, i.e. by 7.1 × 1016 s-

1·cm-2. The photoionisation cross-sections of each 
OSL component of samples TNE9517 and ER4 are 
shown in Table 5. 
 
 
Appendix 2. Example data sets 
So that the reader can try using SigmaPlotTM (ver.7) 
to deconvolute LM-OSL curves, we have provided 
the data sets used in this paper.  The LM-OSL data 
for TNE9517 and ER4, after background subtraction, 
are available as supplementary data from the Ancient 
TL website (http://www.aber.ac.uk/ancient-tl). 
 
We suggest that you, like us, start with a large 
number of trapped electrons (n) in each of the traps.  
So, if you are investigating whether 3 components 
(N=3) are appropriate, enter n1 = 105, n2 = 105, and n3 
= 105.  You could equally well try n = 103, n = 105, or 
n = 107. 
 
For the maximum number of possible iterations, we 
used 105, but you could equally well use a smaller 
number, e.g. 104.  The suggested step size is 102.  The 
suggested tolerance is 10-500, as discussed in the text.   
 
As a starting point for our measurements taken using 
blue (λ = 470±30 nm) diode stimulation, the b values 
for each of the N components are taken as those 
derived from the photoionisation cross-sections (σ) of 
Jain et al. (2003). b is related to σ through b = σ I0 as 
detailed in Appendix 1; I0 is the photon flux for the 
maximum blue diode stimulation power used to 
collect the data.  Values of b are 1.65, 0.3963, 
0.0943, 0.0147, 0.0015 and 0.0002 (s-1) for the fast, 
medium, slow 1, slow 2, slow 3 and slow 4 
components, respectively. 
 

http://www.aber.ac.uk/ancient-tl
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Jain et al. (2003) Singarayer and Bailey (2003) 
Component σ cm2 Relative σ Component σ cm2 Relative σ 

Ultrafast 2.9x10-16 13 Ultrafast 7.0x10-16 28 
Fast (2.32±0.16)x10-17 1 Fast (2.5±0.3)x10-17 1 

Medium (5.59±0.44)x10-18 0.2 Medium (5.9±2.0)x10-18 0.2 
Slow 1 (1.33±0.26)x10-18 0.06    
Slow 2 (2.08±0.46)x10-19 0.01 S1 (2.1±0.5)x10-19 0.01 
Slow 3 (2.06±0.16)x10-20 0.001 S2 (1.2±0.2)x10-20 0.001 
Slow 4 (2.76±0.17)x10-21 0.0001 S3 (1.9±2.9)x10-21 0.0001 

 
Table A.1 : Comparison of published values of σ and the notation used by Jain et al. (2003) and Singarayer and 
Bailey (2003) 
 
The same approach can be applied to the 
deconvolution of any LM-OSL data sets.  For 
measurements made using other stimulation power 
and/or other stimulation wavelength, different values 
of b will be relevant.  For stimulation sources with 
the same effective wavelength but different powers, 
the ratio bM/bF etc. will be constant.  However, the 
ratio is dependent upon the wavelength, as shown by 
Singarayer and Bailey (2004). 
 
It should also be remembered that there are two 
proposed notations for OSL trap identification 
beyond the fast and medium components, as 
proposed independently by Singarayer and Bailey 
(2003) and Jain et al. (2003) on the basis of their LM-
OSL measurements on different sedimentary quartz 
samples.  A comparative study of their notation and 
their values of σ are reproduced in Table A.1. In this 
paper we have adopted the notation of Jain et al. 
(2003). 
 
 
Appendix 3. Synthetic LM-OSL data sets 
Two additional example data sets are provided and 
are also available from the Ancient TL website 
(http://www.aber.ac.uk/ancient-tl). These are 
synthetic LM-OSL data where the values of b and n 
are known, and thus one can assess whether these 
parameters can be accurately recovered using the 
fitting procedure proposed in this paper. 
 
Example 1 (Fig. A.1a) is an LM-OSL data set 
dominated by the fast component; the n and b values 
were set to have 93.6% fast, 4.9% medium, 0.8% 
slow 1, 0.4% slow 2, 0.2% slow 3 and 0.1% slow 4 
components in the initial 0.8 s of the CW-OSL signal 
(Table A.2). Example 2 (Fig. A.1b) is an LM-OSL 
data set dominated by medium and slow components; 
the n and b values were set to have 3.3% fast, 34.7% 
medium, 7.8% slow 1, 41.3% slow 2, 9.5% slow 3 

and 3.4% slow 4 components in the initial 0.8 s of the 
CW-OSL signal (Table A.3). Also shown in Tables 
A.2 and A.3 are the results of fitting these data sets 
using SigmaPlotTM(ver. 7) as described in this paper. 
In each case, the values of b and n are recovered 
accurately. 
 

(a) Example data set 1
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Fig. A.1: Synthetic LM-OSL data sets used for testing 
mathematical fitting using SigmaPlotTM. (a) Example 
data set 1 is dominated (93.6%) by the fast 
component, and (b) Example data set 2 is dominated 
by the medium (34.7%) and slow2 (41.3%) 
components. Details of the parameters used to define 
these curves are given in Tables A.2 and A.3 

http://www.aber.ac.uk/ancient-tl
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In Table A.4, we tested several sets of initial values 
for fitting the synthetic data sets.  In cases 1-4 (n1-n6 
were set to 105), all the parameters of Example data 
sets 1 and 2 were successfully recovered, regardless 
of the initial b values tested.  However, in cases 5-8 
(n1-n6 were set to 103), the input parameters of 
Examples 1 and 2 could only be recovered when the 
initial b values were 1 or 0.1. This is rather counter 
intuitive since the fitting routine is able to fit the data 
accurately when unrealistic initial starting values of b 
are used, but not when the initial starting values of b 
are very similar to the true values. As was found for 

the analysis of ER4, constraining the values of b to 0 
< b < 2 solves this problem, and allows the correct 
values to be recovered. Further work is required to 
understand the cause for this, but it does suggest that 
researchers should be aware of this problem if their 
analyses generate values of b very different from 
those which are expected from previously published 
literature. In such a situation, the analysis should be 
repeated using a range of initial parameters to test 
how robust such a conclusion is, and the values of b 
constrained to realistic values. 
 

 
 

Input parameters Initial 
parameters   Output parameters 

(recovered) OSL 
component n0 b 

Proportion 
(%)  

n0 b   n0 b 

Fast 9.98×106 1.3705 93.6  105 1.65   9.98×106 

± 4.60×10-4
1.371 

± 4.13×10-11

Medium 1.49×106 0.3302 4.9  105 0.3963   1.49×106 

± 6.19×10-4
0.3302

± 2.08×10-10

Slow 1 9.45×105 0.0786 0.8  105 0.0943   9.45×105 

± 6.39×10-4
0.0786 

± 9.59×10-11

Slow 2 3.12×106 0.0123 0.4  105 0.0147   3.12×106 

± 1.25×10-3
0.0123 

± 6.85×10-12

Slow 3 1.13×107 0.00122 0.2  105 0.0015   1.13×107 

± 1.03×10-1
0.00122 

± 5.40×10-12

Slow 4 3.25×107 0.000163 0.1  105 0.0002   3.25×107 

± 4.58×10-1
0.000163 

± 4.52×10-12

 
Table A.2: Example data set 1 (Modelled LM-OSL data set dominated by fast component). The columns labelled 
“Input Parameters” show the values of n and b used to generate the modelled LM-OSL data set. Also given are the 
initial parameters used for fitting the data in SigmaPlotTM, and the values of n and b output from SigmaPlotTM. 
 
 
 

Input parameters Initial 
parameters  Output parameters 

(recovered) OSL 
component n0 b 

Proportion 
(%)  

n0 b  n0 b 

Fast 4.50×102 1.3705 3.3  105 1.65  4.50×102 

± 4.41×10-5
1.371 

± 8.79×10-8

Medium 1.34×104 0.3302 34.7  105 0.3963  1.34×104 

± 5.93×10-5
0.3302

± 2.22×10-9

Slow 1 1.14×104 0.0786 7.8  105 0.0943  1.14×104 

± 6.12×10-5
0.0786 

± 7.62×10-10

Slow 2 3.78×105 0.0123 41.3  105 0.0147  3.78×105 

± 1.19×10-4
0.0123 

± 5.43×10-12

Slow 3 8.70×105 0.00122 9.5  105 0.0015  8.70×105 

± 9.88×10-3
0.00122 

± 6.72×10-12

Slow 4 2.34×106 0.000163 3.4  105 0.0002  2.34×106 

± 4.39×10-2
0.000163 

± 6.01×10-12

 
Table A.3: Example data set 2 (Modelled LM-OSL data set dominated by medium and slow components). The 
columns labelled “Input Parameters” show the values of n and b used to generate the modelled LM-OSL data set. 
Also given are the initial parameters used for fitting the data in SigmaPlotTM, and the values of n and b output from 
SigmaPlotTM.



Ancient TL Vol. 24 No.1 2006                                                                                                                                                                              19 

 
 

 n1-n6 = 105  n1-n6 = 103

 Case 1  Case 2  Case 3  Case 4  Case 5  Case 6  Case 7  Case 8 
b1 1.65  1.65  1  0.1  1.65  1.65  1  0.1 
b2 0.3963  0.40  1  0.1  0.3963  0.40  1  0.1 
b3 0.0943  0.09  1  0.1  0.0943  0.09  1  0.1 
b4 0.0147  0.01  1  0.1  0.0147  0.01  1  0.1 
b5 0.0015  0.002  1  0.1  0.0015  0.002  1  0.1 
b6 0.0002  0.0002  1  0.1  0.0002  0.0002  1  0.1 
I† ○  ○  ○  ○  ×  ×  ○  ○ 
II† ○  ○  ○  ○  ×  ×  ○  ○ 
 
† I and II represent Example data sets 1 and 2, respectively. 
○Indicates that the b and n values used to define the synthetic data sets could be recovered. 
× Indicates that the b and n values used to define the synthetic data sets could not be recovered. 
 
 
Table A.4: Tests of the ability to recover the known b and n values for Example data sets 1 and 2. Eight different 
cases were tested, each with a different set of initial parameters used with SigmaPlotTM. 
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This is a welcome addition to the luminescence 
literature, lifting the veil on the practicalities and 
potential pitfalls of mathematically separating LM-
OSL components in quartz. The authors point out 
several interesting (and unexpected) features of LM-
OSL analysis using commercially available software, 
and highlight the non-routine aspects of this form of 
data analysis. If LM-OSL signal-separation is to 
become more widely used as a means of 
characterising quartz samples or dating them using 
specific components, then the computational and 
statistical aspects of LM-OSL analysis need to be 
placed on a solid footing. This paper begins this 
process and should stimulate discussion about 
alternative and improved procedures for teasing apart 
the different LM-OSL components in quartz and 
other minerals. 
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_____________________________________________________________________________________________ 
 
We present here a design of a simple to fabricate, and 
reusable, sampling pipe for luminescence dating 
(Figure 1, overleaf). This design effectively meets the 
needs of, 1) being rugged, 2) being reusable, 3) being 
easy to use in difficult terrains, 4) being light tight 
and 4) being moisture tight. The basic design 
involves the use of an aluminium or galvanized iron 
pipe sharpened at one end so as to provide easy 
penetration in the sediment. The second end is sealed 
with a stepped mild steel stub with a rivet pin so as to 
provide sufficient strength for pushing the pipe in the 
sediment with a geological hammer. The cap is made 
of aluminium and has two important design features. 
Firstly, it has an internal neoprene o-ring seal that 
remains in contact with the outer-side of the sampling 
pipe and ensures a perfect moisture seal. Secondly, 
the sharp edge of the sampling tube exactly meets the 
inner side of the cap, ensuring that the sample does 
not move during transit. The design of the cap is such 
that it push-fits on the sampling pipe, and hence 
allows the sample to be sealed almost 
instantaneously. This implies minimal user 
discomfort under a dark cloth, particularly under hot 
environments and on cliffs with minimal space for 
work. The luminescence laboratory at this institution 
has used these pipes effectively and has been 
satisfied. We will however welcome suggestions for 
further improvements. 
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Figure 1: Plans for sample holder 
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  Difficulties (e.g., large, diverse, erratic reservoir 
corrections) with radiocarbon dating have prompted 
photonic dating tests on Antarctic glacial marine 
sediments.  This technique (clock zeroing is based on 
the last exposure to daylight of quartz and feldspar 
grains) was applied to modern-age sediments 
collected in two well-characterized fjords on the 
western side of the Antarctic Peninsula.  Our 
deployed sediment traps collected approximately 14 
months of deposition between January 2002 and 
March 2003.  We conducted a series of multi-aliquot 
infrared-stimulated luminescence (IRSL) tests on 
polymineral silt-sized grains to evaluate the extent of 
the clock-zeroing process in this setting, to provide a 
foundation for applications elsewhere in the region.  
Comparisons were made between samples on the 
basis of seasonal differences and trap depth. Several 
double single-aliquot-regenerative (SAR) dose 
experiments were also performed on one of the 
sediment trap samples.  Sediments representing 
summer and winter deposition were also 
characterized by microprobe analyses. 
 
  Had the sediments been exposed to sufficient 
sunlight at deposition, sediment grains collected by 
these traps would exhibit very low equivalent-dose 
(DE) values.  However, single and multi-aliquot 
experiments resulted in high (and variable) DE values 
for both Andvord Bay and Brialmont Cove, which 
yield erroneously old ages, rather than zero.  IRSL 
experiments have resulted in apparent ages for 
Andvord Bay ranging between 19.8 ± 1.4 ka and 56.8 
± 5.4 ka (DE = 48 – 123 Gy), while Brialmont Cove 

DE values ranged between 11.1 ± 0.7 ka and 31.4 ± 
3.4 ka (DE = 21 – 58 Gy), depending on season and 
depth of deposition.  This indicates that these glacial 
marine sediments were unevenly and poorly bleached 
at deposition.  Variations in luminescence traits 
between seasons and with trap depth may, however, 
be helpful for studying sedimentation processes in 
these fjords.  Double-SAR experiments also resulted 
in anomalously high DE values.  SAR data for one 
sediment trap sample did exhibit characteristics 
predicted by Bailey et al.’s (2003) DE(t) model for 
poorly bleached sediments.  Microprobe analyses did 
not reveal any significant differences in mineralogy 
between seasons and depth that would affect apparent 
age results. 
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