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Abstract
A C++ code, named DosiVox and based on
the Geant4 Monte Carlo simulation toolkit,
was developed in order to provide a reliable
and flexible tool for modeling a large variety
of situations of interest in paleodosimetric
dating techniques, and for simulating interac-
tions of usual particles (α , β and γ) through
complex geometries. DosiVox allows the user
to define a three dimensional grid, in the
simulation space whose voxel dimensions,
materials and radioactive contents (U, Th, K)
are set by a user-friendly graphical interface.
No skills in C++ programming are required.
Some of the possibilities offered by DosiVox
are presented here through a series of examples.

Keywords: Dosimetry, Dating, Luminescence,
ESR, Simulation, Sediment

1. Introduction
Almost thirty years ago, Aitken (1985) summarised the

basis of the thermoluminescence dating technique, outlin-
ing important information relevant to the dosimetry of the
samples to be dated, and also the basis for delivering known
doses to samples using artificial radioactive sources, and for
determining the natural dose rates to which this sample has
been exposed. In particular, he collected a series of dosimet-
ric calculations (performed by several authors) which are still
of primary importance today in any dating application as, for
instance, those related to β - and γ-dose gradients (Aitken

et al., 1985) or to attenuation factors of the dose rates (Zim-
merman, 1971; Mejdahl, 1979; Bell, 1980).

This author also exposed a technique from Fleming
(1970) – the inclusion technique used for pottery dating –
which, from a dosimetric point of view, can be seen as an
ideal case: the grains which are the sources of the lumines-
cence signal, are considered as embedded in a homogeneous
matrix containing a uniform distribution of radioelements.
In that case, the density of grains in the material (i.e. the
number of grains per unit of volume) is supposed to be low
enough to ensure that the presence of these grains does not al-
ter the homogeneity of the matrix and the distribution of the
radioelements, and has no influence on the particles fluxes
induced by the decay of these radioelements (Guérin et al.,
2012). Although defined for pottery dating, this technique is
nowadays largely applied to sediment dating and it is ques-
tionable whether this model is sufficient to deal with dose
rate calculations for the more complex situations which may
arise.

Beyond sediment dating, the luminescence or ESR tech-
niques are also used for dating a large diversity of samples
(burnt stones, teeth, ...), each one being characterized by
its elemental chemical composition, its geometry and its ra-
dioactive elements distribution. Moreover, in most cases, the
distributions of the radioactive isotopes in the sample itself
and its environment - from distances ranging from a few mi-
crons up to tenths of centimeters are heterogeneous, making
precise dosimetric descriptions difficult, and often leading to
adoption of simplifying hypotheses in order to manage the
system.

Clearly dosimetry remains at the heart of the dating pro-
cess, being critical to calibration of artificial sources used
for irradiation in the laboratory, and for calculation of any
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dose rate. In order to assess the various dosimetric hy-
potheses usually needed to calculate ages, we have devel-
oped a flexible dosimetric tool named DosiVox, which is
based on the general purpose Geant4 Monte Carlo toolkit de-
veloped at CERN for simulating particle-matter interactions
(Agostinelli et al., 2003; Allison et al., 2006). Our objective
was to prepare a tool which can be used to model both simple
and complex cases (as those described above) and to perform
dose-rate calculations. Technically, this software allows the
user to create a model of the sample and its environment us-
ing a graphical interface which generates a pilot text file. No
skills in programming or in the usage of the Geant4 libraries
are then required. In this paper, we outline the program op-
eration and illustrate some of its possibilities for dose rate
evaluation in simple and more complex cases.

2. Program description
The Geant4 toolkit is a set of C++ public libraries which

can be compiled with C++ codes to simulate particle-matter
interactions by Monte Carlo methods. Geant4 incorporates
a wide range of physics models applied to diverse situations,
ranging from high energy physics to medical and space ap-
plications (http://www.Geant4.org) and can be used to
simulate interactions in complex detectors. In dosimetric ap-
plications relevant to dating techniques, Geant4 has already
been used for dose calculations (Guérin et al., 2012), but up
to now, its potential had been under-exploited. The DosiVox
program aims to provide a reliable and flexible tool for mod-
eling a large variety of situations of interest in paleodosimet-
ric dating techniques, and simulating interactions of ioniz-
ing radiation (α , β and γ) in complex geometries. The code
developed has been compiled with Geant version 4.10p01,
and uses the electromagnetic physics list provided by the
G4PenelopePhysicsphysics constructor (Ivanchenko et al.,
2011), which is based on the 2008 version of the PENE-
LOPE Monte Carlo code (Baró et al., 1995) and adapted to
the transport of low energy particles (Sempau et al., 2003).
The secondary particle production cut can be set by the user,
in order to match the desired simulations conditions. No step
limit was imposed.

DosiVox allows the user to define a “World” volume for
simulation in a three dimensional grid (e.g., Fig 1), whose
voxel dimensions, material and radioactive contents (U, Th,
K) are set through a graphical user interface. This geometri-
cal grid is implemented by successively dividing the volume
along the three axes and implementing a nested parametriza-
tion of the resulting voxels. This method considerably re-
duces the time and memory required for geometry optimiza-
tion and navigation during simulations (Aso et al., 2007; In-
certi et al., 2009). Grids with 1 to 300 million voxels, can be
loaded in DosiVox as 3D images, which decreases the mem-
ory requirements for geometry optimization by a factor of
about 20 compared to standard parametrization methods.

Different detectors, which are defined in ’parallel worlds’,
can be superimposed on this grid: a vertical cylindrical
probe segmented in different parts, a random packing of

Figure 1. Main voxels grid image. The different tints indicate the
different materials in the voxels.

spheres (modeling the grains) in a rectangular prism, or a
sub-voxelised voxel.

The first of these detectors, the cylindrical probe, is al-
ways present in all the simulations but does not interact with
the particles or the materials. It only records both the en-
ergies of the primary emitted particles and the energy de-
posited in each of its segments during the whole simulation,
and accumulates them. The absorbed dose, as being defined
as the deposited energy divided by the density of the material
present in the center of this volume, multiplied by the volume
of the probe segment itself (defined by the user), is also cal-
culated. Calculation of the absorbed dose relatively to the
infinite matrix dose is then performed using these data. The
other detector types are sensitive to all particles and record
the energy and hence, the dose deposited. At maximum, only
one type of these detectors can be defined during a simula-
tion.

Figure 2. Random packing of grains in a defined box. The edge
effects are corrected by a boundary recurrence.

The random packing of spheres was created in order to
represent grains in a sedimentary medium; it is defined inside
a box whose maximum dimensions are equal to those of one
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voxel, and takes into account the material of the grains, their
granulometry and their state of compaction (Fig. 2). This de-
tector can also be replicated along the vertical axis of the sim-
ulation space - filling up the full height of the geometry with
successive boxes containing grains packed to correspond to
the material of each intercepted voxel. Moreover, the user
can choose to emit particles from the spheres (i.e. the grains)
or from the surrounding matrix filling these boxes. The dose
deposited in each individual grain is then recorded during the
simulation and is available in the results files.

The last detector is a sub-voxelised voxel allowing to de-
fine objects with a potentially higher resolution than the main
grid, and to register the dose emitted and deposited in all
parts of this virtual detector. The voxel chosen by the user is
divided into a 3D voxel grid, and as with the main grid, the
user can assign the material of choice and its radioactivity
content to each of these sub-voxels. The interface allows a
20×20×20 voxel grid to be defined with its material prop-
erties and radioactive contents. Voxelised 3D grey-scale im-
ages can also be used to define the detector as well as the use
of files resulting from imaging methods (image processing
may be necessary to transform images in vertex to image in
voxel, which is required for DosiVox): in both cases, high
resolutions can then be obtained. In the software, the dose
deposited in each voxel of this detector, and the dose emitted
from it, are recorded. The results are given in two ways: a
summary of the dose for each material constituting the de-
tector, and a succession of 3D map slices in ASCII matrix
format allowing representation of the deposited dose in 3D,
either for all the sub-voxels of the detector, or only for the
sub-voxels filled with a particular material. The values in the
ASCII files represent 16 bit resolution grey scale levels, and
are proportional to the dose deposited.

In many cases of simulation, it is convenient to normalize
the dose absorbed in the detectors by the total energy emitted
by unit of mass (corresponding to the infinite matrix dose
in the case of an infinite medium). The dose rates in the
detectors can be then obtained by multiplying this ratio by
the infinite matrix dose rate tabulated for the radioelement
contents in the corresponding material. As a consequence,
the simulation results normalized in this way are equivalent
to dose rates.

3. Examples of simulations using DosiVox
The following section gives examples illustrating some of

the possibilities of the DosiVox software. Simulations of γ-,
β - and α-particles have been carried out for spectra of the U-
and Th-series, 40K and 137Cs. The radioactive decay chains,
if applicable, were treated as being in secular equilibrium.
However, it is worth noting that, since the emission spectra
are accessible to the user (and are defined as text files), mod-
ifications of this assumption could easily be implemented.

For visualisation of 2D and 3D images, an open sources
image analysis and processing software was used: ImageJ
(Abràmoff et al., 2004; Rasband, 1997–2012; Schneider
et al., 2012), available at the website http://imagej.nih.

gov/ij/index.html. ImageJ was also used to create parts
of models presented in this paper, as mentioned in the corre-
sponding paragraphs.

3.1. γ-dose attenuation by a limestone wall
The first example considered here is a sediment deposit

placed alongside a limestone block. This is similar to that
discussed by Aitken in Appendix H of his 1985 book. Lime-
stones are usually considered less radioactive than clay-rich
sediments, and an attenuation of the γ-dose rate (compared
to the infinite matrix dose in the sediment) is then expected
in the first tens of centimeters from the limestone surface.

 

Figure 3. Plan of the geometry of the limestone wall model

To model this configuration, a limestone block has been
designed in the graphical interface, by simply filling the first
ten levels of voxels in the Z axis with a limestone mate-
rial (chemical composition: 70 % (in mass) CaCO3, 30 %
MgCO3, density 2.7 g/cm3, water content: 10 % by weight)
using an automated function available in the interface. The
last ten levels were filled with a clay material represent-
ing the sediment (chemical composition: 55 % SiO2, 35 %
Al2O3, 10 % Fe2O3, density 2.0 g/cm3, water content: 15 %
by weight). The probe detector was positioned vertically
in the middle of the simulation space, perpendicular to the
boundary between the limestone and the clay (see Fig. 3) γ-
photons from 40K were generated, assuming a concentration
in limestone ten times lower than in clay. The dose distri-
bution absorbed by the local material in the probe shown in
Fig. 4 is normalised by the infinite matrix dose delivered in
the clay sediment, which is simply obtained from the sum of
the energies of the primary particles emitted in the clay per
unit of mass. In this simulation, the average of the energy
per mass emitted from the probe segment containing the clay
material has been used to calculate the infinite matrix dose.

As expected the decrease of dose at the boundary between

3
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Figure 4. γ-dose rate profile of the simulation of a limestone wall
adjoining a clay sediment

the limestone and the clay can be clearly observed. Dose
attenuation can also be seen at the extremities of the graphic
as a result of edge effects in the simulation, corresponding
to the limits on the Z axis of the model grid. The continuity
of the model is broken at these points, because of the non-
radioactive void surrounding the voxelised grid.

A more complex configuration has been considered in the
next example in which the sediment fills a limestone cavity.
The cavity geometry, also created with the graphical inter-
face, is represented in Fig. 5, and the probe remaining in the
middle of the model as indicated in the figure. The same
radioactive contents have been defined for the materials as
for the precedent simulation, and the γ-dose profile calcu-
lated and normalized to the infinite matrix dose in the clay is
shown in Fig. 6. As expected, the dose rate variations clearly
differ from that of the previous configuration. As in the pre-
ceding model, edge effects can be observed at the graphic
edges. The present example can easily be modified to repro-
duce complex boundaries between two or more media with
different properties and radioactive contents.

 

 

 

Figure 5. Plan of the geometry of the limestone cavity model

3.2. γ-irradiation of a dosimeter for source calibra-
tion

In most dating applications, the dose accumulated by a
sample is determined by comparing the natural signal with
the one induced by an artificial β -source, hence the impor-

 
 

 
 

 
 

 
 

 
 

Figure 6. γ-dose rate profile of the simulation of a limestone cavity
filled by a clay sediment

tance to get an accurate calibration of this source. One way
to calibrate it is to irradiate a phosphor contained in a tube
(hereafter called a dosimeter) with a calibrated γ-ray beam,
and to compare the induced signals with those generated by
the β -source. Here, we consider a dosimeter composed of
a duralumin tube filled with a powder of quartz grains, and
closed with a nylon screw (Fig. 7).

Figure 7. Plan of the geometry of the dosimeter irradiation model

Figure 8. Map of the dose distribution in the quartz powder and its
duralumin shell from an artificial irradiation (arbitrary scale)

This configuration was modeled using a 3D image of the
dosimeter as input for the voxelised detector. This image
has been created with ImageJ, and saved as an 8 bits text im-
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(a) (b)

Figure 9. Plan of the geometry of enamel adjoining a sediment: (a) plan for the α-particles simulation, (b) plan for the β -particles simulation

age sequence (in ASCII format), where each grey level rep-
resents a material constituting the dosimeter. A radioactive
zone has been defined in the main voxel grid with the inter-
face, and an unidirectional emission of γ-particles with en-
ergy of 661.7 keV (corresponding to the γ-emission of 137Cs)
has been chosen. For this purpose, the text file defining the
emission spectrum has been modified. The voxelised detec-
tor, carrying the dosimeter geometry and the materials, has
been positioned in the γ-flux (Fig. 7). The map of the ab-
sorbed dose in a slice of the dosimeter at the level of the
phosphor is shown in Fig. 8. This image corresponds to the
ASCII result file obtained for this level of the detector, and
read by ImageJ as an image.

In this figure one can notice a nearly homogeneous dose
distribution inside the quartz grains, even though a crescent
form area of low dose in the left part of the duralumin tube
is observable. At last, this kind of simulations allows calcu-
lating the fraction of energy absorbed in the tube and conse-

quently, improves the determination of the dose absorbed by
the phosphor used for the β -source calibration.

3.3. β - and α-dose attenuation factors in enamel
ESR dating of teeth requires the determination of the dose

rates received by the enamel, which is the dated material.
Enamel is generally considered to be a low-radioactive ma-
terial, and it receives its dose mainly from the internal parts
of the tooth and from the burial sediment. The attenuation
of both α-and β -particles, whose ranges are much lower
than, or respectively, about the same size as the enamel thick-
ness, have to be calculated for determining the correct dose
rates. Simulations can provide these factors by modeling
the enamel and the adjacent internal parts of the tooth and
the sediment. This modeling was done directly with the pi-
lot text file, creating two adjacent voxels instead of using
the larger main grid. The first voxel was defined as a clay
type sediment (chemical composition in mass: SiO2 55 %,
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Figure 10. Dose rate attenuation in enamel from a clay sediment: (a) α-dose attenuation, (b) β -dose attenuation
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Al2O3 35 %, Fe2O3 10 %; density: 2 g/cm3, water content:
13 %), and the second is filled with hydroxyapatite (chemi-
cal raw formula: Ca5P3O13H; density: 3.8 g/cm3), which is
the main component of enamel. The vertical probe was posi-
tioned in the center of the simulation space, perpendicular to
the boundary between the two voxels. α- or β -particles were
emitted from the sediment. In each situation, the voxel size
was chosen to contain the entire radioactive environment that
can be seen by the probe parts, superimposed on the enamel
(Fig. 9). The absorbed α- and β -dose profiles for the ura-
nium and thorium series spectra (and β only for 40K) are
given in Fig. 10. For a better legibility, the β -dose profile
has been restricted to the 6 central millimeters around the
interface between sediment and enamel, and the 100 last mi-
crometers of the α-dose profile, where no dose deposition
was recorded, are not shown.

The α-dose attenuation profiles indicate that the range
of these particles in the enamel is lower than 30 µm. The
β -particles range in enamel is close to 2 mm, and the β -
dose profiles allow calculating the attenuation of the sedi-
ment dose rate.

3.4. β -dosimetry in a Neanderthal tooth enamel
This example illustrates the possibility offered by the Do-

siVox software to use 3D images for building the geome-
try. Indeed, dose attenuation is not the only factor neces-
sary for calculating the dose rate to which the enamel is ex-
posed: the tooth shape and the distribution of the radioele-
ments in the dentin and ivory are often complex and affect
the β -dose rate determination; they undoubtedly must be
taken into account. A tooth model was built using a 3D
image obtained from a micro-scanner tomography of a left
maxillary deciduous molar associated to the Roc de Marsal
Neanderthal child skull (Bayle et al., 2009). A 3D visu-
alization of the model with the 3D viewer ImageJ plugin
(available at the ImageJ website) is presented in Fig. 11;
this 3D image is available in the NESPOS data base (https:
//www.nespos.org/display/openspace/Home). A ura-
nium distribution model has been created considering a fast
uranium uptake in the most organic parts of the tooth from
the burial sediment, followed by a progressive diffusion of
this radioelement in the dentin (Fig. 12). Because of the dise-
quilibrium in the U series, each value of the uranium content
has to represent the content averaged over the burial time.
This model of uranium uptake does not match any real data
from the tooth nor any real model of radio-elements uptake:
it was simply constructed by successive dilatations in the
three dimensions of the 3D image of the dental pulp zone,
restricted at each step by the ivory zone. These operations
were made with the 3D ImageJ suite plugin (Ollion et al.,
2013).

Both the models concerning the structure and the radioac-
tive distribution have been used as input data for the vox-
elised detector, and the simulation parameters have been set
to create a dose distribution mapping in the enamel. Simu-
lations of both the clay burial sediment dose and the internal
dose have been performed. The resulting dose mapping can

Figure 11. 3D view of the Neanderthal tooth model (ImageJ, 3D
viewer plugin)

Figure 12. Slices of the tooth material 3D map and its radioactive
content map: (a) material map, (b) radioactive content map (arbi-
trary scale, the darkest shades indicate the highest contents)

Figure 13. β -dose rate map in the tooth enamel (arbitrary scale): (a)
dose distribution as a grey shades image, (b) dose distribution as a
colour image

be read with the ImageJ software to reconstruct a 3D image
of the dose distribution in the enamel. Figure 13 shows a
slice of this image, corresponding to the Fig. 12 level. A het-
erogeneous dose distribution is observed in the enamel, as
expected.

The results presented here are only intended to illustrate
the possibility of calculating spatially resolved dose rates in
a complex sample. In fact, there is no data for this precise
sample about radioelements distribution, and no dating prob-
lematic about it either. In addition, the spectrum used for β -
emission corresponds to the uranium series at equilibrium,
which is obviously not common in a tooth because of the
disequilibrium induced by the uptake of soluble elements of
the series. But once again, the aim of this construction is
not to discuss complex effects relating to uranium uptake but
simply to illustrate the possibilities offered by DosiVox.

In the future, accurate data for both the tooth structure and
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its radioactive contents, associated with a model of radioele-
ment uptake during burial, should allow constructing reliable
models in the same way as what was done in this example.
Such a model would allow calculating the dose rates in ev-
ery part of the tooth, for example, taking into account the
disequilibrium in the U series.

3.5. β -micro-dosimetry in a stratified sediment

Figure 14. Plan of the geometry of the stratified sediment model:
(1) clay, density = 2g/cm3, WF = 10 %, 100 µm grains with a com-
pacity of 5 %, Th content: 2 ppm, (2) sand, density = 1.9g/cm3,
WF = 18 % 40 % volumic of 200 µm grains, 45 % volumic of
100 µm grains, 15 % volumic of 50 µm grains with a total com-
pacity of 60 %, Th content: 1 ppm, (3) clay with organic matter,
density = 1.8g/cm3, WF = 15 %, 100 µm grains with a compacity
of 5 %, Th content: 3 ppm

This example deals with the dose rates to which individ-
ual quartz grains distributed in a sediment are exposed. In the
case of heterogeneous or micro-stratified sediments, micro-
dosimetric phenomena can occur. In order to assess the in-
fluence of these effects on the dose received by the grains,
we used the graphical interface for constructing a sedimen-
tary environment. The simple model considered here is com-
posed of a thin level of sand surrounded by two clay deposits,
one of them being rich in organic matter (Fig. 14). The clay
contained quartz grains of 100 µm in diameter, representing
5 % of the volume. The sand stratum is composed of 200 µm,
100 µm and 50 µm quartz grains, representing respectively
40 %, 45 % and 15 % of the volume of the grains. This vol-
ume accounts for 60 % of the sand level volume, and the re-
maining 40 % is filled with water (representing an average
water content of about 18 % (in mass) for this stratum). In
spite of the small thickness of this level compared to the clay
levels (4 mm compared to 18 mm for the clay levels), about
half of the 100 µm grains defined in this model are included
in the sand stratum. Each stratum contains a different content
of thorium, which are 2 ppm, 1 ppm and 3 ppm, respectively,

for the clay stratum, the sand stratum and the stratum made
of organic matter rich clay. DosiVox was used to calculate the
β -dose distribution from the thorium series (at secular equi-
librium) to the 100 µm grains, regardless of their location in
the three defined levels. These doses were normalized with
the medium dose received by the 100 µm grains localized in
the part of the model non-affected by edge effects (i.e. for z
values ranging from 5 mm to 35 mm). The micro-dosimetric
impact of this configuration can be observed in Fig. 15, con-
firming that such scenarios can generate significant scatter in
β -dose and dose distributions. The dose is distributed be-
tween three peaks corresponding to each level of the sedi-
ment and partially recovering themselves. The lower doses
(centered around 0.6 of the average dose value), correspond-
ing to grains localized in the sandy level, shows a Gaussian
profile stretched in the direction of the higher doses. This
shape results from grains located near the boundaries be-
tween the sand stratum and the more radioactive levels of
clay.
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Figure 15. Dose distribution in the 100 µm grains. The tints indicate
the stratum of origin of the grains

It is also interesting to notice that, in considering the av-
erage β -dose and the water content of the present model, it
is possible to calculate the dose one could determine in per-
forming, for instance, γ-ray spectrometry measurements on a
bulk sediment (resulting from the mixing of the three levels).
The calculation shows that this dose would correspond to a
value of 1.3 of the average simulated dose received by all the
100 µm quartz grains.

3.6. Bursts of β - and α-particles
The interactions of ionizing particles in matter depend

largely on the particles nature, their energy and the matter
properties in which they pass through. Studying these in-
teractions can be useful for understanding many dosimetric
effects. With DosiVox, it is easy to model a burst of particles
and to record the dose deposited in a particular material. This
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Figure 16. Dose deposition map for an α-particles spray with the energetic spectrum of the thorium series

model has been constructed with the ImageJ software and is
based on a cubical 3D image made of 100×100×100 vox-
els, containing a single grey tinted voxel defining the emis-
sion point. This image, saved as an ASCII text image se-
quence, has been first loaded in DosiVox to define the vox-
elised detector and secondly, filled with a clay type mate-
rial (chemical composition in mass: SiO2 55 %, Al2O3 35 %,
Fe2O3 10 %; density: 2 g/cm3, water content: 13 %). A uni-
directional emission was chosen, and the dose deposited in
the detector recorded as a 16 bits 3D image.

The central slices of the images obtained for the β - and
α-particles emitted by the thorium series are presented in
Fig. 16 and Fig. 17, respectively. The visualization was made
by importing the images in ImageJ as text images. In both
of them, the grey values represent the dose deposited (using
a logarithmic scale).

The dose distribution from α-particles seems localized in
two volumes: a first burst corresponds to α-particles with
energies between 3.8 MeV and 6.8 MeV, and a more distant
zone results from the 8.8 MeV α-emission of the thorium
series.

Conversely, the β -dose distribution in the detector indi-
cates very diffusive trajectories for the particles, as expected.

4. Discussions
The examples presented above were not intended specif-

ically to deliver definitive data, rather to illustrate some of
the numerous possibilities of the DosiVox software for mod-
eling complex dosimetric systems, and providing a tool for
dose rate calculations. The statistical precision of the results
presented depends on simulation times, but users should also
be conscious of other factors which influence the accuracy of
such models.

The first category concerns the input data: to create a pre-
cise model of a sample, data concerning the structure, the
chemical composition and the radioelement contents at the
concerned size level are required. Where approximations are
needed in describing the materials they can limit the accuracy
of the calculated doses.

Additionally consideration should be given to the program
input constraints. Since the main purpose of DosiVox was to
create a user friendly interface to a flexible series of gran-
ular configurations there are limits to the complexity of the
geometries that can be defined. In particular, the interface

Figure 17. Dose deposition map for a β -particles spray with the
energetic spectrum of the thorium series: (a) 8-bit slice of the dose
deposition 3D map, (b) colored slice of the dose deposition 3D map
(arbitrary logarithmic scale)

allows defining a grid with only 20 voxels in each direc-
tion. The user has then to choose wisely the dimensions of
the geometry he wants to reproduce, considering the particle
transport characteristics, the sample complexity, and possi-
ble edge effects, to ensure that the requested accuracy can be
reached. Nevertheless, the user can define a higher resolu-
tion, as it was done in the last example, in loading in DosiVox
3D images.

Finally it is important to remember the limitations im-
posed by the models describing the physical interactions: the
physics models available in Geant4 do not perfectly repro-
duce the behavior of the particles , leaving small but non-
zero errors induced by the modeling of the particle-matter
interactions. An important parameter of the model is the sec-
ondary particle production cut-off, expressed as a range cut
value and which can be chosen using the graphical interface
or editing the pilot text file. This value is a limit in range for
secondary particle production, below which these particles
are not explicitly simulated by Geant4, but are replaced by a
local energy deposition (this process allows avoiding any in-
frared divergence). Considering the range of the α-particles
and the very diffusive path of the β -particles in sediment,
sub micron cut-off values are recommended for these radi-
ations. Above this value, simulation runs are considerably
faster but the dose deposited in volumes with dimensions
lower than a millimeter can be significantly biased. If one
wants to set a cut in range higher than the micrometer for β -
and α-particles, we recommend testing the simulation with a
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smaller cut, to estimate the difference in the results.
Finally, one has to remember that the numbers manipu-

lated by the processors of our computers often contain in-
determinations related to conversions between the binary
and decimal systems. These indeterminations can lead to
small errors, which accumulate in particular when consid-
ering large sums of small numbers, as it can be the case for
dose calculation.

5. Conclusions

The DosiVox software allows modeling numerous differ-
ent configurations for which simulations are required for
dosimetric calculations. For dating, when considering the
appropriate data set and making reasonable hypotheses, it is
possible to model a sample in its environment, to define the
different materials and their radioactive contents and finally,
to run simulations for calculating the dose rate to which it is
exposed.

The graphical interface and the possibility of editing the
pilot text file allow non-programmer users to easily create
their own models and run their simulations. However, a min-
imal investment about the functioning of both the interface
and the program remains necessary, considering the variety
of parameters that have to be defined. Skills about image pro-
cessing can be considerable, as much for creating complex
geometrical models for inputting in the voxelised detector as
well as for processing the images representing the deposited
dose.

With actual computers, statistically accurate simulations
require few hours to several days, but it is still possible to run
several parallel simulations in the limits of the computing
resources at hand (for instance in using several processing
cores) and to compile the results of each of them. Clusters
or multi-core computers are useful tools for this task as well.

DosiVox can then be freely downloaded at the fol-
lowing address: http://www.iramat-crp2a.cnrs.fr/

spip/spip.php?article144.
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Abstract
In this study we present details of a portable
system which contains an X-ray source and
heater, designed to irradiate and heat sam-
ples within a quartz glass tube for electron
spin resonance (ESR) dating. The spatial
distribution of the X-ray beam was measured
with a radiation sensitive film and the im-
ages were scanned and mapped using the
Risoescan software. The reproducibility of
irradiations was checked by multiple irradi-
ations to alanine. The results confirmed that
X-ray irradiations give reproducible doses to
samples. The heating component can heat
samples between 100◦C and 600◦C and can
be used for preheating after irradiation and
for resetting the natural signal for regeneration.

Keywords: ESR dating, X-ray irradiation,
heater, spatial uniformity

1. Introduction
In electron spin resonance (ESR) dating the multiple

aliquot additive dose (MAAD) method has been predomi-
nantly used for equivalent dose (De) estimation (see reviews
of Grün, 1989; Rink, 1997; Schellmann et al., 2008). One of
the problems of the multiple aliquots approach is scattering
of signal intensity between different aliquots, which could
lead to a large uncertainty in De. To avoid such problems sin-
gle aliquot methods can be used, however, these methods are
only practically possible if a radiation source is located close
to an ESR spectrometer. In order to make a single aliquot
procedure more feasible for ESR dating, we have developed
a portable system which consists of a small X-ray tube (Var-
ian VF-50J) with a maximum energy of 50 kV and a heater;

the latter is both for preheating after X-ray irradiation and
for signal resetting for regenerative dose estimations. The
same type of X-ray tube has been used for automated lumi-
nescence readers (Hashimoto et al., 2002; Andersen et al.,
2003). Here we report the design and performance of our
mini X-ray/heating system. An X-ray irradiation system for
ESR dating using a larger X-ray source with a maximum en-
ergy of 200 kV has been developed and reported by Grün
(2012).

2. Apparatus and software
Fig. 1a shows a photograph and the schematic diagram of

the system. The system is designed to irradiate and heat sam-
ples within Wilmad Suprasil quartz glass tubes with 3 mm
outer diameter (2 mm inner diameter) and 159 mm long.
The X-ray components are: a Varian VF-50J X-ray tube with
tungsten target (4-50 kV high voltage, 5 mA emission cur-
rent and 50 W maximum power) and a Spellman high volt-
age generator MNX50P50 which can produce high voltage
(UHV) of 0-50 kV with an emission current (IE) up to 2 mA
but limited to 50 W power (Fig. 1b). The power supply has a
stability of 0.05% per 8 hours after 0.5 hour warm up with a
temperature coefficient of 0.01%/◦C (supplier information).
To minimize any warm-up effects, the filament is always pre-
heated at a current of 1.7 A. We also monitor the tube voltage,
emission current, filament current and filament voltage.

The generated X-rays are emitted through a 76 µm beryl-
lium end window of the tube. The X-ray components are
located within a lead chamber (w x h x l = 80 x 120 x 40
mm) with 10 mm thick walls (Fig. 1b). The distance between
the beryllium window and the sample tube is 30.5 mm. The
X-ray beam has a diameter of 56 mm at the sample posi-
tion. To reduce the effect of low energy components of X-
rays a 200 µm aluminum filter has been inserted between the
beryllium window and the sample position as suggested by
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Figure 1. (a) Photograph and schematic diagram of the X-ray/heating system, and diagrams for (b) X-ray, (c) heater components and (d) soft-
ware GUI.

Yawata & Hashimoto (2004) and Thomsen et al. (2006).
The heater can control the sample temperature within a

tube between 100◦C and 600◦C. The sample tube is in-
serted beside a reference tube, which monitors the temper-
ature within a steel reflector cylinder in a heat shield case
(Fig. 1c). The heat energy is transmitted equally to the two
tubes by a heat coil powered by a power controller, and a
difference less than 1% between the two tubes was moni-
tored. The reference temperature is measured with a data
acquisition module using the thermoelement inside the refer-
ence tube.

The system is controlled by a Software-GUI written in
LabView. Fig. 1d shows a screenshot of the program. In the
X-ray control part (left) the high voltage [kV], the beam cur-
rent [mA] and the exposure time [s] can be set by users. The
actual high voltage, beam current, elapsed exposure time and
other secondary parameters are monitored and shown on the
screen. In the sample heater part (right) the sample tempera-
ture [deg] and the heating time [s] can be entered. The timer
starts when the temperature reaches ± 5◦C of set tempera-
ture. The reference temperature and elapsed heating time are
monitored.

3. Spatial uniformity of the X-ray

The spatial uniformity of the X-ray beam was measured
by taking images with a radiation sensitive film (Gafchromic
HD-810) by irradiating for 3 different time intervals (50 kV,
1 mA for 200 s, 400 s and 600 s of irradiation) at the sample
position without a sample tube and inside a quartz glass tube.
These X-ray images were first scanned. The chromaticity
of the images was calibrated into relative dose rate, and the
distribution of the dose rate was mapped by the dosimetry
software RisøScan (Helt-Hansen & Miller, 2004).

Fig. 2a shows the spatial dose distribution of the X-ray
beam at the sample position for an irradiation time of 400 s.
Fig. 2b shows the axial dose distribution inside the sample
tube. The results indicate that the area of ∼ 1 cm diameter in
the centre receives a relatively uniform irradiation of ± 1.6%
precision. The position of the sample tube was chosen as to
allow uniform irradiation of samples with a height of up to
∼ 1 cm (Fig. 2b). If ESR signals resulting from 1 cm sam-
ple height are too weak, it is possible to increase the height
(and thus the amount of sample) up to 2 cm. The irradia-
tion uniformity decreases to 3.1% for 1.5 cm sample height
and 5.6% for 2 cm sample height, respectively. In order to
avoid accumulation of non-uniformities by multiple irradia-
tions of a single sample, and also to avoid signals originating
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Figure 2. Spatial uniformity of the X-ray beam (a) horizontal cross-
section at sample position (b) vertical cross-section thorugh a sam-
ple tube and (c) energy dependent transmission of X-ray intensity
through 1 mm thick samples of alanine and quartz.

from the quartz glass tube itself, the tubes were sealed with
parafilm and the tubes are turned upside down during each
irradiation (Tsukamoto et al., 2015).

The comparison between the film images taken without a
tube and inside the tube revealed that the wall of the quartz
glass tube absorbed ∼ 60% X-ray dose. This was confirmed
by a comparative irradiation experiment using 2 aliquots of
25 mg alanine; one was irradiated within a quartz glass tube
the other was irradiated in a plastic straw with 3 mm diame-
ter. The ESR signal intensity of the alanine irradiated inside
the quartz glass tube was only 34% of the one irradiated in a
plastic straw. Fig. 2c shows the energy dependent transmis-
sion of X-ray intensity through 1 mm thick samples (alanine
and quartz) within a tube. The transmission was calculated
assuming that a sample tube is filled with alanine or sand
sized quartz with 30% porosity. At the peak energy of 20
kV the X-ray transmission (Andersen et al., 2003) between
the inner surface and the centre of the tube is about 95% for
alanine and about 65% for quartz. Therefore it would be bet-
ter to rotate and/or vibrate tubes during irradiation in order
to improve the uniformity of dose to sample grains and we
plan to integrate such a mechanical function into the system
in the near future.

4. Performance and calibration of the X-ray
source

The dose response of X-ray irradiated alanine was com-
pared with and without rotations in order to check the repro-
ducibility of irradiations. One set of aliquots was irradiated
with X-rays (50 kV, 1 mA) for 200 s without rotation. For
the other set tubes were manually rotated 90◦ every 50 s dur-
ing the 200 s irradiation. This process was repeated 4 times
for each aliquot. Altogether 6 aliquots were measured (3
aliquots each with and without rotations). Each aliquot con-
tained 50 mg of alanine. The 50 mg of alanine had a height
of ∼ 2 cm in a quartz glass tube, which resulted in less homo-
geneous irradiations, however, signals for a smaller amount
of material were too weak and irreproducible. ESR mea-
surements were performed with a JEOL FA-100 with 2 mW
microwave power, 0.3 mT modulation amplitude, and 20 mT
sweep width. The scan time was 30 s and spectra were accu-
mulated 3 times. The signal intensity around g = 2.003 was
measured. Fig. 3a shows the increase of the alanine ESR
signal intensity versus X-ray exposure time. Average inten-
sities obtained from 3 aliquots (with and without rotations)
and their 1-σ standard errors were plotted. Although a full
penetration of X-rays throughout the thickness of samples
was not expected (Fig. 2c), the intensities with and without
rotations during irradiations are indistinguishable. We there-
fore conclude that rotations do not improve the homogeneity
of our X-ray irradiations at least for alanine. The normalised
increase of alanine ESR signals after each 200 s irradiation
is shown in Fig. 3b as a histogram. The relative standard
deviation of each measurement is 5.2%, including all other
sources of measurement errors (e.g. adjusting heights of
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Figure 3. (a) Comparison of X-ray dose response curves with and
without rotation during irradiations. (b) Histogram of relative ala-
nine signal increase following 200 s irradiations. (c) Calibration of
X-ray dose rate for alanine.

sample tubes at the irradiation and ESR measurement posi-
tions, and tuning of the microwave).

To calibrate the X-ray dose rate for alanine, 2 sets of
aliquots were prepared. One set received a gamma dose
in alanine of 75.2 Gy from a 60Co source at the Technical
University of Denmark. Another set of aliquots was irradi-
ated with the X-ray and the intensities of the alanine radical
for the gamma and X-ray irradiated aliquots were compared
(Fig. 3c). Three aliquots each of gamma and X-ray irra-
diated aliquots were measured. The X-ray irradiation time
which is equivalent to 75.2 Gy gamma dose was calculated
as 603 ± 10 s. The resulting X-ray dose rate for alanine was
thus 0.125 ± 0.002 Gy/s.

Our portable X-ray system provides the opportunities
to conduct reproducible single aliquot ESR measurements,
however, there is one disadvantage of using X-ray for artifi-
cial irradiation. Due to the low energy photons from the X-
ray tube, the photoelectric effect dominates the energy trans-
fer process, which depends on the atomic number of sample
materials. Thus, calibration of the X-ray dose rate must be
performed for each different material; the X-ray dose rate for
quartz has been calibrated to 0.34 ± 0.01 Gy/s (Tsukamoto
et al., 2015). Nevertheless this system provided us with the
first opportunity to test the single aliquot regenerative dose
method combined with preheat plateau tests using quartz
ESR and therefore contributed to methodological develop-
ments in ESR dating (Tsukamoto et al., 2015).

5. Summary

This manuscript presents the details of our portable X-
ray irradiation/heating system, which can be used to measure
single aliquot equivalent doses in ESR dating. Although the
experimental data with alanine showed that the reproducibil-
ity of the X-ray irradiation is not depending on the rotation
of the sample tubes, for samples with higher density it might
be advisable to rotate and/or vibrate the tubes. While us-
ing a higher energy X-ray tube is an alternative solution for
the uniformity problem it would significantly increase cost
and space requirements. The price for our system in total is
approx.8000 Euro and it can easily fit on a desk. A higher
energy system is about 20-30 times more expensive than the
mini X-ray and needs much more space.
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Abstract
A new function (calc IEU) is now available
in the latest version of the R Luminescence
package (version 0.4.2). The calc IEU function
can be used to calculate an equivalent dose (De)
value for a given dose distribution using the
Internal External Uncertainty (IEU) model.
The IEU model is used in luminescence dating
to determine a De value for a partially-bleached
sample by calculating the weighted mean from
the well bleached part of a partially-bleached
population. The new calc IEU function au-
tomates the calculation of the IEU model so
that the results are produced rapidly and
reproducibly. This is advantageous as the user
can easily perform sensitivity tests of the model
in response to changing input parameters.

Keywords: R, luminescence dating, Inter-
nal External Uncertainty (IEU) model, single
grains

1. Introduction
The Internal External Uncertainty (IEU) model can be

used to determine an equivalent dose (De) value for lumines-
cence dating of a partially-bleached sample (Thomsen et al.,
2007). The De value is calculated as the weighted mean from
the grains in a partially-bleached population that the IEU
model identifies to have been well bleached upon deposition.
The IEU model has been successfully used in a number of
studies to provide De values for sedimentary samples using
both single grains and multiple grains (e.g. Reimann et al.,
2012; Medialdea et al., 2014; Sim et al., 2014). A new func-
tion that automates the calculation of the IEU De value is now
available in the latest version of the R Luminescence package
(version 0.4.2; Kreutzer et al., 2012). The calc IEU function

aims to automate the calculations of the IEU model for lumi-
nescence dating, in addition to providing output features that
rapidly assess the sensitivity of the IEU model to changing
input parameters. The purpose of this work is to explain the
calculations of the calc IEU function and provide a worked
example of the function using De values determined for sin-
gle grains of quartz from a glaciofluvial sample taken from
the U.K. that was partially bleached upon deposition (sample
T4CEIF01; Fig. 1a).

2. The IEU model

The IEU model is based on the assumption that the well-
bleached grain population in the dose distribution from a
poorly-bleached sample is normally distributed, and that this
population can be identified if the uncertainties assigned to
individual dose estimates adequately describe the observed
variability. It is standard practise to determine the uncer-
tainties on individual De values from intrinsic sources (i.e.
counting statistics, the instrument reproducibility and the
dose-response curve fitting). Extrinsic factors such as hetero-
geneity of the beta dose-rate for individual grains may also
cause variability in a dataset. Ideally, the uncertainty aris-
ing extrinsically for a given suite of samples is determined
from a sample that has been well bleached in the natural en-
vironment, meaning that factors such as microdosimetry are
considered within the uncertainty estimate. However, it is
often difficult to determine this information for all samples
due to the lack of analogue well-bleached sediments in cer-
tain depositional settings (e.g. glaciofluvial). Alternatively,
Thomsen et al. (2007) use a number of gamma dose-recovery
experiments, administering progressively larger given doses
to measure the minimal amount of scatter expected in a
well-bleached De distribution. The authors plot the absolute
overdispersion values (in Gy) determined from these experi-
ments against the CAM De values and fit a linear function to
the data to determine the change in overdispersion with in-
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Figure 1. Results from applying the IEU model to De values deter-
mined from single grains of quartz from a partially-bleached sample
taken from a glaciofluvial setting in the U.K. (sample T4CEIF01):
(a) the De values are presented in a radial plot; (b) the values of R
calculated for the final iteration of Dbar when determining the IEU
De value for this dataset are plotted against Z; and (c) the output
plot from calculating Zbar using fixed values of Dbar when a = 0.3

creasing given dose. In the IEU model the slope of this linear
function is termed the a value, which by definition is similar
to the σb value in the Minimum Age Model (MAM; Gal-
braith et al., 1999), while the intercept provides the b value,
which defines how much overdispersion is expected in a De
distribution for a 0 Gy dose (e.g. the absolute overdispersion
which can be obtained from thermal transfer experiments).

The uncertainty on each individual De value can then be
calculated using the uncertainty arising from counting statis-
tics (σ2

c ), the a and b values, and the burial dose (Dbar) in
Eq. 1 (Thomsen et al., 2007).

σtot =

√
σ2

c +(a ·Dbar+b)2 (1)

The value of Dbar in Eq. 1 is initially unknown and so
Thomsen et al. (2007) suggest that it should be solved using
an iterative approach. To iterate Dbar, an initial Dbar value
is substituted into Eq. 1, and the total uncertainty assigned to
each De value is calculated (σtot). The internal/external con-
sistency criterion (Eqs. 2, 3 and 4) is then used to determine
which grains (or aliquots) from the partially-bleached popu-
lation were well bleached upon deposition (Thomsen et al.,
2003). The weighted mean dose (termed Z) of the identi-
fied well-bleached part of the partially-bleached population
is then calculated and compared to the value of Dbar. If Z
is not equal to Dbar, the calculation of Z is repeated again
using a new value of Dbar. This iteration process is con-
tinued until Z is equal to Dbar, where Z is calculated using
only the grains (or aliquots) that are deemed to form the well-
bleached part of the partially-bleached distribution (i.e. R =
1, see below). This value of Z that is equal to Dbar is the
burial dose determined for this sample (termed the IEU De
value in the calc IEU function).

To calculate the internal/external consistency criterion the
De values in a given distribution are first ranked from the
smallest De value to the largest De value. Eq. 2 is then used to
calculate the weighted mean (Z), where Di are the individual
De values, σi are the individual estimates of uncertainty for
Di and N is the total number of Di.

Z =
∑

N
i=1 Di/ σ2

i

∑
N
i=1 1 / σ2

i
(2)

The standard error of Z is then calculated in two ways: (1)
as an internal measure (α2

in) which is dependent upon how
much variation there is within the counting statistics (Eq. 3);
and (2) as an external measure (α2

ex) which also is depen-
dent upon how much variation arises from each individual
De estimate varying from the mean (Eq. 4) (Topping, 1955;
Thomsen et al., 2003).

α
2
in =

1

∑
N
i=1 1 / σ2

i
(3)

α
2
ex =

∑
N
i=1 (Di −Z)2 / σ2

i

(N −1)∑
N
i=1 1 / σ2

i
(4)

Using these measures, the internal/external consistency
criterion can be calculated from R = α2

in / α2
ex, where the
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uncertainty on R is (2(n – 1))-0.5 and n is the number of data
points used for the calculations. R is calculated cumulatively,
starting with the lowest two De values and finishing with in-
cluding all the De values into the calculation. All the grains
(or aliquots) included in the calculation of an R value ≥ 1
are deemed to form the well bleached part of the partially-
bleached population (e.g. Fig. 1b), and Z is calculated from
only these grains (or aliquots).

3. The calc IEU function: a worked example
The calc IEU function works in a similar way to the ex-

isting age models built into the R ‘Luminescence’ package.
It first requires the input of a data frame containing two
columns; (1) the De values and (2) the uncertainties of the
De values. Input variables (or arguments) are also required
to define the parameters used for the calculations in the func-
tion (e.g. a and b). The following section works through
an example of how to use the calc IEU function and what
outputs are produced. Fig. 1a shows a radial plot containing
the De values for the example dataset determined from sin-
gle grains of quartz from a glaciofluvial sample, which was
partially bleached upon deposition. The individual estimates
of uncertainty assigned to each De value shown in Fig. 1a
are based on counting statistics, instrument reproducibility
(measured as 2.5 %) and dose-response curve fitting. Similar
to the σb value in MAM, accurate estimates of a and b val-
ues need to be considered for each sample. The uncertainty
arising extrinsically for this sample was estimated from the
overdispersion value determined for a sample from this en-
vironment that was naturally well bleached upon deposition;
a and b values for this sample were estimated to be 0.30 and
0.01, respectively. To call the calc IEU function the user is
required to adapt the arguments written below, defining the
correct input parameters where necessary (e.g. a and b val-
ues).

c a l c IEU ( d a t a = da ta , a = 0 . 3 0 , b = 0 . 0 1 , i n t e r v a l
= 5 , t r a c e = FALSE , v e r b o s e = TRUE, p l o t =

TRUE)

data data.frame (required): containing two
columns; De and De uncertainties

a numeric (required): slope (e.g. 0.30)
b numeric (required): intercept (e.g. 0.01)
interval numeric (required): interval used for fixed

iteration of Dbar (e.g. 5 Gy)
trace logical: print iteration of Dbar to screen

(TRUE/FALSE)
verbose logical: console output (TRUE/FALSE)
plot logical: plot output (TRUE/FALSE)

Before the IEU De value is determined for a De distri-
bution, the calc IEU function will automatically calculate Z
using fixed values of Dbar to assess whether there is more
than one solution where Z = Dbar (R = 1). Output plots of
the results are provided to allow for comparisons if the user

wishes to compare the influence of changing input parameter
(e.g. a) or the characteristics of De distributions determined
for different samples. Note that when performing the calcu-
lations of Z using a fixed value of Dbar, Z is referred to as
Zbar to differentiate these calculations from the automatic
iteration of Dbar used to calculate the IEU De value. The
fixed values of Dbar range from an upper limit defined as the
mean of the De distribution to a lower limit set as the lowest
De value in the dataset. The calc IEU function automatically
determines the fixed values of Dbar from the upper limit to
the lower limit by repeatedly subtracting the value defined in
Gy by the argument interval. The size of the interval used
will depend on the range of the De distribution. If the range
in the De distribution is small then it would be advantageous
to use smaller intervals to improve the resolution of the cal-
culations. The calculations from using fixed values of Dbar
to calculate Zbar are provided in an output table (e.g. Ta-
ble 1), and the fixed values of Dbar are plotted against Zbar
in an output plot (e.g. Fig. 1c).

Table 1 shows an example of what happens for the calcu-
lations when using fixed values of Dbar. The mean is first
calculated for the De distribution, here it is 82.59 Gy, the
fixed interval in Gy (i.e. 5 Gy) is then subtracted to deter-
mine the first Dbar.fixed value of 77.59 Gy. This Dbar.fixed
value is then used to calculate R and determine how many
grains form the well-bleached part of the De distribution. The
weighted mean (Zbar) of these grains is then calculated and
plotted against Dbar.fixed (e.g. Fig. 1c). The calc IEU func-
tion will then automatically subtract 5 Gy from the present
value of Dbar (i.e. 77.59 Gy) to set a new value of Dbar.fixed
(i.e. 72.59 Gy) used to calculate the next value of Zbar. This
process continues to be repeated until the function identifies
that the value of Dbar.fixed is set as a value lower than the
lowest De value, whence the calc IEU function will cease
calculations.

The fixed iteration of Dbar in Fig. 1c demonstrates that
there are multiple solutions ranging from 17.6 to 32.6 Gy
where Dbar = Z and R = 1 for the example dataset used in
this study, even though the final solution is determined to be
(31.13 ± 2.54) Gy (see Table 2). In such cases, the IEU De
value is the lowest value of Z that is equal to Dbar, because
the model aims to determine a minimum dose from this De
distribution. Given that there may be multiple solutions of
the IEU model for some data sets, it is important that the au-
tomatic iteration of Dbar used to calculate the IEU De value
begins by setting the first Dbar value equal to the lowest De
value in the dataset and iterating to larger values of Dbar.
Subsequent iterations of Dbar then automatically set Z that
was calculated during the previous iteration as the new Dbar,
and repeat the iterations until Dbar = Z where R = 1.

The argument trace allows the user to print the results to
the screen from the iterations of Dbar to calculate the IEU
De value. The calculations of Z, α2

ex, α2
in and R used for

the final iteration of Dbar that determines the IEU De value
are provided in an output file, and the weighted mean (Z) is
plotted against R in an output plot (e.g. Fig. 1b). A summary
of the results from the IEU model are provided in an output
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Dbar Dbar.Fixed Zbar Zbar.Error n R a b
82.59 77.59 47.60 4.76 37 0.97 0.30 0.01
77.59 72.59 46.07 4.76 36 0.98 0.30 0.01
72.59 67.59 44.60 4.76 36 0.93 0.30 0.01
67.59 62.59 42.95 4.76 34 0.99 0.30 0.01
62.59 57.59 41.50 4.76 34 0.94 0.30 0.01
57.59 52.59 40.06 4.76 33 0.95 0.30 0.01
52.59 47.59 38.47 4.76 32 1.00 0.30 0.01
47.59 42.59 36.14 4.76 29 0.94 0.30 0.01
42.59 37.59 34.68 4.76 28 0.95 0.30 0.01
37.59 32.59 33.20 4.76 28 0.87 0.30 0.01
32.59 27.59 31.64 4.76 27 0.93 0.30 0.01
27.59 22.59 29.61 4.76 23 1.00 0.30 0.01
22.59 17.59 22.96 4.76 13 0.96 0.30 0.01
17.59 12.59 19.21 4.76 9 0.86 0.30 0.01
12.59 7.59 17.43 4.76 8 0.90 0.30 0.01

Table 1. Fixed iteration of Dbar determined for the example dataset using an a value of 0.30. The number of grains/aliquots determined to
form the well-bleached part of the partially-bleached population is shown as n

file (e.g. Table 2), and contains the values for Dbar, Z (now
referred to as the IEU De), the uncertainty on the De value,
the number of De values defined as the well-bleached part
of the partially-bleached population, and the a and b values
used for the calculations. For the example dataset given in
Fig. 1a, the IEU De value (31.13 Gy ± 2.54 Gy) determined
using an a value of 0.30 was consistent with the MAM De
value of (26.51 Gy ± 4.99 Gy), which was calculated using
a σb value of 0.30 (Fig. 1a). An example of an R script that
a user can copy to call the calc IEU function and save the
output files is shown below (after Burow, Pers. Comm.).

## Load l i b r a r y
l i b r a r y ( “Luminescence” )
## I n p u t d a t a
se twd ( “C : / Use r s / Documents / R /EXAMPLE” )
d a t a <− r e a d . t a b l e ( “Example . t x t ” , h e a d e r = F )
## C a l c u l a t e t h e IEU model
pdf ( p a s t e 0 ( “IEU P l o t s . pdf” ) )
IEU <− c a l c IEU ( d a t a = da ta , a = 0 . 3 0 , b = 0 . 0 1 ,

i n t e r v a l = 5 , t r a c e = FALSE , v e r b o s e = TRUE,
p l o t = TRUE)

dev . o f f ( )
## Wr i t e t a b l e s
t a b l e s <− g e t RLum . R e s u l t s ( IEU , “ t a b l e s ” )
f o r ( i i n seq a l o n g ( t a b l e s ) ) {
w r i t e . t a b l e ( t a b l e s [ [ i ] ] , f i l e = p a s t e 0 ( names (

t a b l e s ) [ i ] , “ . t x t ” ) )
}

Dbar IEU.De IEU.Error Number a b
(Gy) (Gy) of De

31.13 31.13 2.54 26 0.3 0.01

Table 2. Results from calculating the IEU model for the example
dataset shown in Fig. 1a.

Although it is not the case for the example dataset shown
in this study, the IEU model may not always be able to deter-
mine a De value using the input parameters provided, and an
error message will be produced by the calc IEU function. It

is likely that an error message is provided because the popu-
lation of grains that are deemed to form the well bleached
part of the partially-bleached distribution is less scattered
than can be explained by the value of a. In such cases, it
is likely that the value of a is too large and overestimates
the amount of scatter in a De distribution determined from
a well-bleached sample of this material; thus, the value of a
needs revising for the IEU model to be able to calculate a De
value for this sample.

4. Sensitivity of the IEU model to changing pa-
rameters

The outcome of any minimum age model that accounts for
the uncertainties on individual De values (e.g. the IEU model
and MAM) is critically dependent upon the accuracy of the
individual uncertainties assigned. Where the assigned uncer-
tainties are overestimated, such a statistical model will over-
estimate the number of grains that form the well-bleached
part of the De distribution, and consequently overestimate
the De value. Similarly, if the assigned uncertainties are too
small then too few of the grains are determined to have been
well-bleached upon deposition and the De value is underes-
timated. The uncertainties assigned to the individual De es-
timates must therefore be as accurate as possible in order to
provide accurate De values for a given De distribution; this
includes using appropriate estimates of a and b for the IEU
model.

A major advantage of the calc IEU function is that a rapid
assessment of the sensitivity of the IEU model to different
parameters (e.g. a) can be provided. This can be a useful tool
for luminescence dating of sedimentary samples from the
natural environment because it is often difficult to determine
the amount of scatter arising from extrinsic factors, such as
external microdosimetry. Previous studies using single-grain
and multiple-grain dating of quartz have reported that the
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Figure 2. Results from applying the IEU model and changing differ-
ent parameters for the example datasets: (a) fixed iteration of Dbar
using a range of a values; (b) IEU De values calculated when vary-
ing both the a and b values; (c) IEU De values determined when the
values of Dbar and Z are calculated to different decimal points for
comparison using different a values.

sensitivity of the IEU De value to changing values of a can be
different for De distributions determined from different sam-
ples (Medialdea et al., 2014; Sim et al., 2014). The example
dataset (Fig. 1a) is used in this study to test how sensitive
the IEU model is to varying the values of a and b, and the

number of decimal points that the values of Dbar and Z are
calculated to for comparison. The results from performing
fixed iterations of Dbar when changing the a value from 0.1
to 0.5 are shown in Fig. 2a, and suggest that the fixed it-
eration of Dbar using an a value of 0.3 is the only dataset
that has multiple solutions for Dbar = Zbar. Fig. 2a plots
the corresponding IEU De values calculated when automat-
ing the iteration of Dbar using a values from 0.1 to 0.5, in
addition to simultaneously varying the value of b from 0.01
to 1.00. These sensitivity experiments demonstrate that the
IEU De value for this sample is highly sensitive to changes in
the value of a value but less sensitive to changes in the value
of b. This is because the value of b only becomes important
for the calculations when the De distributions contain several
low De values, which is not the case for the sample shown in
Fig. 2. The differences in the IEU De values in Fig. 2 em-
phasise the need to accurately quantify the amount of scatter
in a naturally well-bleached De distribution for this material,
which is also an important requirement when applying the
MAM.

The number of decimal points that the values of Dbar and
Z are calculated to for comparison is also varied for the ex-
ample dataset to assess whether this influenced the calcula-
tion of the IEU De value (Fig. 2c). The results from varying
the number of decimal points from one to eight show how
it did not affect the IEU De value for the majority of cases.
However, the IEU De value calculated using an a value of
0.3 was lower when Dbar and Z were calculated to one deci-
mal point (23.3 Gy ± 2.6 Gy), in comparison to when it was
calculated to two decimal points (31.13 Gy ± 2.54 Gy). Al-
though this is a very minor part of the calculations of the IEU
model, Fig. 2c shows that it can have a large impact upon the
De value determined. As a result, the calc IEU function is
designed to consistently calculate Dbar and Z to two deci-
mal points for comparison to ensure that all results are repro-
ducible.

5. Conclusions
A new function (calc IEU) is now available in the R ‘Lu-

minescence’ package and can be used to calculate burial dose
estimates for a given De distribution. The IEU model can
be used to determine De values for luminescence dating of
partially-bleached samples by calculating the weighted mean
from the grains of a partially-bleached population that were
well bleached upon deposition (Thomsen et al., 2007). The
calc IEU function is easy to use and rapidly automates the
calculations. In addition to calculating the IEU De value, the
function uses fixed values of Dbar across a range of the De
distribution to assess whether there is more than one solution
for the model using the specified parameters. The efficiency
of the calc IEU function in calculating the IEU De value for
a dataset means that sensitivity tests of the model to chang-
ing input parameters can be rapidly assessed. The sensitivity
of the IEU De value to varying the amount of uncertainty
arising from the scatter in a naturally well-bleached De dis-
tribution (i.e. the a value) has been investigated for the ex-
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ample dataset in this study. The results demonstrate that the
IEU De value for these data is highly sensitive to the value
of a used. Performing sensitivity tests of the IEU De value
to parameters (e.g. a) can be particularly useful for lumines-
cence dating of samples that are potentially complicated by
additional sources of extrinsic uncertainty that are difficult to
quantify (e.g. microdosimetry or bioturbation).
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Abstract
We tested common mineral extraction and pu-
rification procedures used in luminescence
dating. Coarse grain quartz and alkali
feldspar (KF) were extracted and etched from
three samples of different geological setting
and mineralogical maturity, using a variety
of laboratory procedures. This was fol-
lowed by particle size distribution measure-
ment, SEM/EDS and XRF analyses, and De
determinations employing SAR protocols – all
used to characterize the mineral extracts.

Etching quartz in 40 % HF for 40 min removed
all feldspars, with some preferential etching
along fissures and grain boundaries. For miner-
alogically less mature samples, HF reduced av-
erage quartz grain size by 30–50 µm, whereas
in mature samples extended etching of up to 60
min reduces grain size by∼10 µm. Ca-fluorides
precipitated during HF etching but were fully
removed by soaking overnight in 16 % HCl. Ex-
tracting quartz by heavy liquids or by magnetic
separation (both followed by HF etching) re-
sulted in equally pure quartz, with statistically
identical De values.

Soaking KF for 40 min in 10 % HF resulted
in uneven etching, severe micro-scale erosion
along cleavage plains, grain disintegration, sub-
stantial precipitation of K-fluorides and the re-
duction of more than 100 µm in modal grain
size, probably due to grain breakage along
etched plains. The effects of etching vary
greatly between samples from different geologi-

cal provinces; more mature samples are etched
in a more uniform way whereas mineralogically
less mature samples are fragmented by etching.
The best benefits for KF are obtained by
etching in diluted HF for short duration. For
quartz, more concentrated HF and longer
etching might be considered if grains are to
have their entire α-affected zone (20 µm)
removed. Since concentrated HF dissolves all
feldspar contamination in quartz, there is no
need for re-sieving after HF as that would bias
the original grain size. Our results provide con-
fidence in standard laboratory quartz sample
preparation.

Keywords: Luminescence, HF-etching, K-
feldspar, Sample preparation

1. Introduction
Extracting coarse (fine-sand size) quartz or alkali

feldspars from sandy sediments for luminescence dating usu-
ally follows routine and established laboratory protocols (e.g.
Wintle, 1997). This involves sieving, dissolving carbonates
and oxidizing organic material, and concentrating quartz or
feldspars using heavy liquids (density separation, Aitken,
1998, p. 67) or magnetic separation (Porat, 2006). To re-
move the α-affected zone of quartz grains, these are etched
in concentrated hydrofluoric acid (HF) followed by soaking
in hydrochloric acid (HCl) to dissolve fluorides. It was es-
timated that 40 min etching in 40–48 % HF would remove
10 µm from the outer zone of the grains – the area affected
by α particles (Aitken, 1985, p. 255–258); this estimate was
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based on weight loss during etching, since devices that mea-
sure particle size by laser diffraction were not available at the
time.

The revival of alkali feldspar (KF) dating using the post
IR-IR at elevated temperatures (Thomsen et al., 2008; Buy-
laert et al., 2009; Li & Li, 2011), brings again to attention
issues concerning dose rate evaluations, namely the a-value
and internal K-content of the extracted KF; knowing these
correctly is crucial for obtaining accurate and precise ages.
For a-values, a very large range can be found in the literature,
from 0.2 for coarse grains (Rendell et al., 1993) to 0.07 for
fine grains (Kreutzer et al., 2014). Removing the α-affected
zone by etching would be most beneficial as knowing the a-
value would no longer be necessary. Currently, laboratories
vary in their practice, from not applying any etching at all
(e.g., Porat et al., 2004; Trauerstein et al., 2014), to extended
immersion in diluted HF (e.g., Li & Li, 2011; Buylaert et al.,
2013). However previous studies showed that etching does
not remove a uniform layer around feldspar grains but rather
the acid penetrates along cleavage planes (Duller, 1992, p.
16). K-content in KF is either measured (Porat et al., 2004)
or assigned a fixed value, usually 12.5 % (Huntley & Baril,
1997). As we will show, etching with HF might have bear-
ings also on the K-contents of the KF.

Extraction procedures are often described briefly, even in
the more applied, hand-on reviews and books (e.g., Wintle
1997, Aitken 1998, p. 66–67), and many of these protocols
may have not been tested in years, if ever. This study brings
together the results of a series of experiments that test various
steps in conventional preparation protocols used to extract
quartz and KF. The topics investigated were:

1. Is magnetic separation as effective as the 2-step density
separation for producing pure quartz extracts?

2. Does conventional HF etching (40–48 % HF for 40 min)
remove the 10 µm zone affected by α-particles?

3. How common are precipitated fluorides and do we need
the ensuing step of dissolving them in HCl?

4. What are the effects of etching with diluted HF on
feldspars?

(a) By how much is grain size reduced?

(b) Does etching uniformly remove the α-affected
zone?

(c) Does the De change with etching?

One important property of clastic sediments commonly
dated by luminescence methods is their maturity, which is re-
flected among other things in the presence of rock fragments
and the quantity and type of feldspars and heavy minerals.
Sediments mature physically by repeated deposition/resus-
pension and long distance transport of the sediment grains
from their source; this results in a reduction in grain size and
the preferential breakdown and removal of unstable miner-
als and rock fragments (Blatt & Tracy, 2005). For quartz

it entails the disintegration of grains rich in other mineral
inclusions and air bubbles, leaving behind the more resis-
tant grains. For feldspars the removal of the mineralogi-
cally less stable grains (e.g., plagioclase) and altered (cerici-
tised) grains results in a K-rich and resilient feldspar frac-
tion. This process appears to increase some desirable lumi-
nescence properties of quartz, such as brightness and sensi-
tivity (Pietsch et al., 2008). In this study we tested sediments
of high and low level of maturity, to see how each responds
to conventional laboratory procedures.

2. Samples and laboratory methods

Coarse grain quartz and KF were extracted from three
samples from the collection of the Geological Survey of Is-
rael luminescence dating laboratory, of different geological
setting and mineralogical maturity:

• RAM-8: mature, fine sandy, quartz-rich sediment de-
rived from reworked dunes in the western Negev, Israel,
with the sand originating from the Nile (Ben-David,
2003). K-rich feldspars were concentrated from this
sample.

• FGA-26: coarse desert loess from the Negev Mts.
(Faerstein, 2003), for which the source of the quartz is
distant dunes (Enzel et al., 2010) with mature mineral-
ogy (Muhs et al., 2013). Quartz was extracted from this
sample.

• 23-5: Fluvial sand from Nahal Avrona, southern Negev
(Amit et al., 2002), derived from a nearby igneous ter-
rain, containing abundant rock fragments and heavy
minerals. Both quartz and K-rich samples were sepa-
rated from this mineralogically less mature sample.

After sieving each sample to the desired grain size and
dissolving carbonates with 8 % HCl, the ensuing treatments
varied. The different treatments and analyses performed on
each sample are listed in Table 1 and the captions therein.

Scanning Electron Microscope (SEM) imaging was used
to observe the effects of etching on the surface morphology
of quartz and KF grains. Energy Dispersive Spectrometer
(EDS) was used to check the purity of the quartz extracts
by mapping K and Na contents, and to identify fluorides and
analyze their composition in HF-etched quartz and KF. Grain
size analysis before and after HF-etching, measured using a
laser Malvern Mastersizer, was used to check the reduction
in grains size due to etching. An XRF module attached to a
Riso reader was used to measure the relative K-contents (of
the sum K+Na+Ca) in the different separated and etched KF
fraction (Kook, 2012). De was measured on large (8 mm)
multi-grain aliquots using the SAR protocol for quartz (Mur-
ray & Wintle, 2000) and the post IR-IR290 SAR for KF (Thiel
et al., 2011).
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Preparation Analyses
Sample Grain size

(µm)
Density

separation
Magnetic
separation

HF
[Strength (%) /
duration (min)]

HCl
16%

De SEM XRF Grain size

2.62
(g/cm3)

2.58
(g/cm3)

Alkali Feldspar

RAM-8 149–177 x x 0 x x x
x x 10/10 x x x
x x 10/20 x x
x x 10/40 x x x

23-5 125–177 x x 0 x x x x
x x 10/10 x x x
x x 10/20 x x x
x x 10/40 x x x

Quartz

23-5 125–177 x 0 x x
x 40/40 x
x 40/40 x x x x

23-5 177–212 x 0 x x
x 40/40 x
x 40/40 x x x x

FGA-26 74–125 x 0 x x
x 40/40 x
x 40/40 x x x x
x 40/60 x

Table 1. Samples used and analyses carried out in this study. The samples were sieved to the required grain size, soaked in 10 % HCl overnight
to dissolve carbonates, rinsed and dried. This was followed by either density separation (Sodium-Polytungstate with density of 2.62 g/cm3)
or magnetic separation (Frantz LB-1, 1.4 A on the magnet). HF etching was carried out for the durations and concentrations listed, which
for some samples was followed by rinsing in 16 % HCl overnight. All preparations and analyses were performed at the laboratories of the
Geological Survey of Israel, except for XRF that was measured in Risø-DTU using a modified Risø Reader with an XRF attachment (Kook,
2012). Grains size was measured with Malvern Mastersizer laser particle size analyzer.

3. Results

SEM/EDS mapping showed that before HF-etching, all
quartz samples contained small amounts of feldspars (3–
10 %), indicating that neither density separation nor mag-
netic separation can fully remove all feldspars, and that HF
etching is essential. SEM/EDS mapping also showed that the
alkali feldspar extracts contained some quartz grains (∼5 %).
Roughly15 % Na-rich grains were observed within the pre-
dominantly K-rich feldspars of sample 23-5.

3.1. Comparison of extraction procedures for quartz
For sample 23-5, SEM images followed by EDS mapping

of Si and K, showed that the two size fractions (125–177 µm
and 177–212 µm), each extracted by a different procedure
(and followed by HF-etching), contained pure quartz, with
no contaminating KF (Fig. 1). The measured De values (on

24 aliquots for each size fraction) were statistically identical,
10.8 ± 1.0 Gy and 9.7 ± 1.6 Gy for the 125–155 µm and
177–212 µm, respectively.

3.2. Reduction in grain size
Grain size reduction of quartz due to etching in 40 % HF

for 40 min varies among samples (Fig. 2). The mineralog-
ically mature sample FGA-26 was etched by ∼10 µm; in-
creasing etching time to 60 min did not reduce grains size
any further. As the shape of the particle size distribution
did not change much by etching, only the peak shifted by
10 µm (Fig. 2a), we can deduce that reduction in grain size
was fairly uniform. In the two grain size fractions of the less
mature sample 23-5 (125–177 µm and 177–212 µm), 40 min
etching reduced the modal grain size by 33 µm and 48 µm,
respectively. Etching also resulted in broadening of the parti-
cle size distribution and an increased tail of smaller particles
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Figure 1. SEM images of two size-fractions of quartz sample 23-5, purified by different procedures. a. 125–177 µm, extracted using 2-step
density separation (2.62 g/cm3 and 2.58 g/cm3), followed by HF etching and rinsing with HCl; De = 10.8± 1.0 Gy. b. 177–212 µm, extracted
using magnetic separation, followed by HF etching and rinsing with HCl; De = 9.7 ± 1.6 Gy. Average De values are statistically identical,
however the coarser grain size has higher scatter on the average De.

(Fig. 2b).
Etching KF sample 23-5 (125–212 µm) in 10 % HF for

20 min and 40 min resulted in grain fragmentation (Fig. 3c),
and the modal grain size was reduced by 50 µm and 100 µm,
respectively (Fig. 2c). Particle size distribution after etching
is substantially shifted towards the smaller grains when com-
pared to the original distribution, indicating that most grains
had their size reduced, though perhaps not uniformly.

3.3. Removal of feldspars in quartz by HF
Soaking quartz in 40 % HF for 40 min was very efficient in

removing all feldspars, regardless how much was previously
present. SEM images and EDS mapping show no remaining
KF (Fig. 1).

3.4. Fluoride precipitation and removal
In both mineral extracts, HF etching resulted in fluo-

ride precipitation, observed using the SEM/EDS. These are
shown in Fig. 3; the chemical composition of the precipi-
tates is given in Table 2; and their EDS spectra are shown on
Fig. 4. In the quartz extracts, poorly crystalline Ca-fluorides
precipitated (Fig. 3e & 4c). Subsequent soaking of the HF-
etched quartz samples in 16 % HCl overnight completely re-
moved all Ca-fluorides (Figs. 1 & 3f).

In KF sample 23-5, well crystallized, idiomorphic K-
fluoride crystals formed after 40 min etching in 10 % HF
(Figs. 3c & 4b). In sample RAM-8 fluorides appeared as
powdery coating of the KF grains (Fig. 3d). Subsequent

(a)
Element Weight % Atomic % Number of ions
F 61.49 66.65 6.24
Na 0.61 0.55 0.05
Al 8.69 6.63 0.62
Si 1.62 1.19 0.11
Ca 11.68 6.00 0.56
Ba 1.31 0.20 0.02
O 14.60 18.79 1.76
Totals 100.00

(b)
Element Weight % Atomic % Number of ions
F 29.82 38.06 4.62
Si 8.26 7.13 0.87
K 43.60 27.04 3.29
O 18.33 27.78 3.38
Totals 100.00

Table 2. SEM/EDS analyses of selected precipitated fluoride crys-
tals. (a) Ca-fluorides in HF-etched quartz sample FGA-26 (Fig. 4e);
(b). K-fluorides in HF-etched KF sample 23-5 (Fig. 4c).

soaking in HCl was not checked for the removal of K-
fluorides precipitated in the KF samples.

3.5. Uniformity of etching
SEM images show the manner in which HF dissolved the

quartz and KF grain surfaces. In quartz, the mature sample
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Figure 2. Grain size analyses (average of 3 measurements) before
(solid line) and after (dashed line) etching. Quartz (a. and b.) was
etched with 40 % HF for 40 min. a. 88–125 µm quartz extract, sam-
ple FGA-26. Etching reduced the modal grain size by 10 µm. b.
125–177 µm (red) and 177-212 µm (blue) quartz extracts, sample
23-5. Modal grain size was reduced by 33 µm and 48 µm, respec-
tively. Note broadening of particle size distribution and increase in
the proportions of smaller particles after etching. c. 125–212 µm
KF extract, etched with 10 % HF for 20 min. Etching resulted
in grain fragmentation and the modal grain size was reduced by
50 µm.

FGF-26 was etched in a more even manner when compared
to the less mature sample 23-5 (compare Figs. 3e and 1b).
In the latter, some quartz grains were etched preferentially
along fissures and grain boundaries (Fig. 1), possibly because
these grains contain mineral inclusions and air bubbles which
are more susceptible to etching.

For the KF, etching was preferential along cleavage
plains, becoming more severe with longer etching time. Ten
min etching of the mature sample (RAM-8) had only a minor
effect on the morphology of the grains, whereas that same
duration of etching severely affected sample 23-5. Forty min
etching of the latter resulted in severe grain fragmentation
(Fig. 3c).

3.6. Effects of etching on the De values of KF
Removing the outer zone of grains should reduce their

measured De values as the area dosed by α-particles is re-
moved. For both KF samples (23-5 and RAM-8) the De
values, measured using the post IR-IR290, were reduced as
a function of etching time (Figs. 5a & 5b) and after 40 min
they were 10–15 % lower than that of the unetched samples.
The reduction expected due to removal of 20 µm was calcu-
lated from the dose rates for the individual samples, and is
shown on Fig. 5 as a horizontal bar. For sample 23-5, 10 min
etching was sufficient to reduce the De value as expected; fur-
ther etching has only a minor affect. However the De value
for sample RAM-8 continues to decrease with longer etching
time, to values well below those expected from the removal
of the α-affected zone. This could be explained by the re-
moval of a weathering rind or a thin clay mineral coating,
not identified by the SEM or XRF.

3.7. Effects of etching on K-contents in KF
K-content was measured for the original, unetched KF ex-

tracts using inductively coupled plasma spectroscopy (ICP-
AES), and the relative K-contents (as a fraction of the total
K+Na+Ca) were measured for the original and etched frac-
tions using XRF. For sample 23-5, etching increased relative
K contents in the KF fraction by ∼30 %, from 0.70 to 0.93
(a value of unity signifies pure orthoclase with 14 % K) and
lowered the Na contents (Fig. 5c), which can be explained
by preferential dissolution by HF of the Na-feldspar remain-
ing in the sample after density separation. The increase in
the K-contents by ∼30 % (from the original value of 7.2 %
as measured by ICP-AES) brings this value closer to the
“ideal” 12.5 % commonly used for internal dose rate calcula-
tions (Huntley & Baril, 1997). On the other hand, for sample
RAM-8, with original K-contents of 11.5 %, 40 min etching
somewhat lowered the relative K-contents from 0.94 to 0.88,
which can be explained by the removal of K-rich clay coating
(also deduced from the reduction in De by etching).

4. Summary and Recommendations
In this study we found that routine HF etching of quartz

(40 % HF, 40 min, ∼5cc HF for each gram of quartz) re-
moved 10 µm from geologically mature samples; increasing
etching time to 60 min did not reduce grain size any further.
The modal grain size of mineralogically less mature quartz
samples was reduced with etching by 30–50 µm, possibly
due to fragility of quartz grains. Although small, the α-dose
rate remaining after the removal of 10 µm is not zero and it
should be taken into account when calculating ages for some
quartz samples, particularly those with low dose rates.

Ca-fluorides precipitated during HF etching in all quartz
samples but were fully removed by soaking overnight in
16 % HCl. More experiments are needed to see if higher
concentration of HCl coupled with shorted immersion time
can achieve the same result. Also the effect of these precipi-
tated fluorides on the luminescence signal and the measured
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Figure 3. SEM/EDS images showing the effects of HF etching on KF and quartz. Unetched KF, 23-5 (a) and RAM-8 (b). Note angular
and sharp grains in the less mature sample 23-5 against rounded and smooth grains in the mature RAM-8 samples. The same samples after
40 min etching in 10 % HF are shown on c. (23-5) and d. (RAM-8). For 23-5 (c), note highly pitted and disintegrated KF grains, isolated
unaffected quartz (marked QZ) and KF (marked KF) grains, and newly precipitated idiomorphic, cubic fluoride crystals (marked A, B, C).
Representative EDS spectra of the KF grain and crystal B are given in Fig. 5. Chemical composition of grain B is given in Table 2b. For
RAM-8 (d), the grains are intact but are deeply etched along cleavage plains. The fluorides appear as fine crystals on the KF grain surfaces. e.
and f. Quartz sample FGA-26 after HF etching, before (e) and after (f) rinsing overnight in 16 % HCl. In e. fluorides appear as white powder
in the center. Representative EDS spectra and analyses are given in Fig. 5c. and Table 2a. After etching and soaking in HCl (f) no fluorides
were observed.

De values need testing.
Etching KF, even with diluted (10 %) HF, affected

the mineral grains in a complex manner. It resulted in uneven
reduction in grains size so that the α-affected zone might
not be removed in a fully uniform manner. Extended etch-
ing also created severe micro-scale corrosion along cleavage
plains, grain disintegration and substantial precipitation of
K-fluorides. The reduction of 100 µm in the modal grains
size after 40 min etching is probably due to grain breakage
along etched plains.

Nonetheless, particle size distribution show that the modal
grain size is substantially reduces (50 µm after 20 min), sug-
gesting that even though some grains are etched more than
others, we can assume that for most grains at least 10 µm
were removed. Additionally, etching cleans unwanted coat-
ings from the grains and lowers De values sufficiently to as-
sume that the α-affected zone is removed; and in cases it
increased average K contents, probably by preferentially dis-
solving Na-feldspars. Thus, mild etching of KF is beneficial
in several aspects.

Overall, the results presented here provide confidence in
standard laboratory sample preparation procedures. More
samples from other geological provinces should be tested in
the manner presented here to fully confirm the presented ob-
servations.

Here are suggested modifications of the standard proce-
dures for optimal quartz and KF purification:

• More concentrated HF might be considered if grains are
to have their entire α-affected area (20 µm) removed.
Otherwise one should not assume that the entire zone
was etched.

• Soaking the HF-etched quartz grains in HCl (in this
study it was overnight in 16 % HCl) is necessary to re-
move all fluorides and avoid the risk of these contribut-
ing to the luminescence signal of quartz.

• Since HF removes all feldspars in quartz-rich samples,
there is no need to re-sieve the samples after HF, as
that would bias the original grain size and the values
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Figure 4. SEM/EDS composition spectra of selected mineral grains.
a. Typical K-feldspar, sample 23-5. b. K-fluoride precipitate (see
also Table 2b), sample 23-5. c. Ca-fluoride precipitate (see also
Table 2a), sample FGA-26.

used for calculating beta attenuation. But if sieving is
done, a sieve size smaller by at least one mesh than the
lower grain size should be used, so that only fragmented
grains are removed.

• Caution should be used when etching KF; it is rec-
ommended to use diluted (no more than 10 %) HF
for a short duration (10–15 min). This short duration
will minimize K-fluoride precipitation and will most
likely remove most of the α-affected zone. Longer etch-
ing might compromise some of the KF properties.

• An added step of soaking the HF-etched KF in 16 %
HCl overnight to remove fluorides is advisable.

Figure 5. De values and chemical composition measured on KF ex-
tracted from two samples (using 2-step density separation), etched
with 10 % HF for varying durations. a. & b. De values as a func-
tion of etching time for KF extracts of RAM-8 & 23-5, respectively.
The horizontal bar shows the De expected after removing the 20 µm
zone affected by α-particles, calculated from the original De (0 time
etching), the sediment dose rate, 12.5± 0.5 % K in the KF and an a-
value of 0.1 ± 0.05. Note that for sample RAM-8 (a) the reduction
in De is greater than that explained by etching 20 µm. c. Ternary
diagram of XRF measurements of KF extracts showing changes in
relative K, Na and Ca contents (representing the feldspar minerals
Orthoclase, Albite and Anorthite, respectively). For sample 23-5
(dark blue circles) etching substantially increased the concentration
of K while reducing Na contents. For sample RAM-8 (light blue
circles) 40 min etching somewhat reduced K contents.
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Reviewer’s Comment
1. This study demonstrates that sediment maturity, a con-

cept developed in sedimentary petrology, has a definite link
to mineral solubility in HF and hence, would explain some
of the variability seen in the purity of HF-treated quartz ex-
tracts. 2. Routine luminescence dating laboratory procedures
should include laser diffraction particle size analysis as it al-
lows for more precise assessments of both equivalent dose
and dose-rate.
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1. Introduction
There has been some discussion on the estimation of OSL

ages in the presence of beta dose rate heterogeneity. For
example, Jacobs et al. (2008) used an ‘adjusted dose rate’
method to account for observed equivalent doses that ap-
peared to follow a finite mixture distribution, while Guérin
et al. (2013) argued that an estimate based on an average or
central age was more appropriate. I recently commented on
the latter article to say, among other things, that the math-
ematical argument presented there did not justify that con-
clusion and that further statistical analysis was needed (Gal-
braith, 2015). In this note I will consider dose rate hetero-
geneity from a statistical point of view.

2. OSL age estimates
An OSL age is usually estimated as a ratio: an equivalent

dose divided by a dose rate, each of which is estimated sep-
arately. The numerator of that ratio, the equivalent dose, is
usually some sort of average or representative value obtained
from a sample of mineral grains, that is intended to represent
a radiation dose of interest — such as the radiation energy
absorbed by the mineral grains in the sample since they were
last exposed to sunlight. A variety of methods can be used,
depending on the context, to estimate that numerator, includ-
ing the use of common age, central age, minimum age and
finite mixture models. Such models may be expressed either
in terms of observed equivalent doses or in terms of their
logarithms, depending on whether the dominant sources of
variation are additive or multiplicative. Details and rationale
of these models can be found in Galbraith & Roberts (2012).

There is a separate industry devoted to estimating the
denominator of that ratio, i.e., the relevant ‘environmental’
dose rate. This is typically a weighted sum of contributions
from several sources, including alpha, beta and gamma ra-
diation, and cosmic rays, all of which are estimated or mea-
sured separately in the field and in the laboratory, using a

variety of emission counting techniques and techniques that
directly measure elemental concentrations of U, Th and K. In
practice, a single dose rate is usually obtained that represents
an ‘average’ value pertaining to the sample location and its
near environment. It is recognised that individual grains in
the sample might experience different dose rates, especially
from beta sources which can vary across small spatial dis-
tances, but dose rates experienced by individual grains are
not measured by the current standard techniques. Neverthe-
less such variation in dose rates will be reflected to some
extent in the observed single-grain equivalent doses. What
implications might this have for OSL age estimation?

3. A common age model with additive errors
Suppose that we have observed equivalent doses for n

mineral grains along with their empirically determined stan-
dard errors. Denote these by yi and si, respectively, for
i = 1,2, . . . ,n. Let us consider the simplest case where we
think that every grain has the same true age t. If the dose
rates vary between grains, then the observed equivalent doses
will vary partly because of this and partly for other reasons,
including natural variation and measurement error. We can
express this as

yi = tξi + ei (1)

where ξi is the unobserved dose rate experienced by grain i
and ei is an unobserved random ‘error’ drawn from a distri-
bution with mean zero and standard deviation σi, say. I have
used the Greek notation ξi, rather than a friendlier symbol
such as xi, to remind us that the individual dose rates are not
observed. The error standard deviation σi will include varia-
tion from all sources other than varying dose rates — includ-
ing natural variation between grains and measurement error
— and will typically be larger than si. We should remember
too that the assumption that the error distribution has mean 0
is not trivial.

There is little we can do in practice with equation (1),
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as ξi is not observed or measured. Some further theoretical
analysis might be done by making assumptions about the sta-
tistical distribution of the dose rates, but before doing so, it
is worth noting that if we average both sides of equation (1)
we get

ȳ = tξ̄ + ē (2)

where ȳ, ξ̄ and ē are the average observed equivalent dose,
unobserved dose rate and unobserved error, respectively, for
the n grains. A similar equation could be obtained by tak-
ing a weighted average: that is, we could regard ȳ, ξ̄ and
ē in (2) as corresponding weighted, rather than unweighted
(or straight), averages. In either case, ē is also a random ‘er-
ror’ drawn from a distribution with mean zero. It follows
that if we could estimate ξ̄ , we could then estimate the age
t by dividing ȳ by that estimate of ξ̄ ; that is, by dividing an
(unweighted or weighted) average equivalent dose by an esti-
mate of the corresponding (unweighted or weighted) average
dose rate experienced by the n grains in question.

One problem with the above is that ξ̄ , the average dose
rate for the n grains in our sample, may differ somewhat
from the average environmental dose rate that is actually
measured, which is an average for a much wider population
of grains. In other words, the dose rates for the n sampled
grains need to be representative of those for the population
for which the average dose rate is actually measured (i.e., the
population of all grains in the sample location and its near
environment), which might or might not be the case in prac-
tice.

Equations (1) and (2) above are analogous to Equations
(1) and (2) in Guérin et al. (2013) but are expressed here as
a statistical model rather than as relationships between ‘true’
values. The above argument (with the caveats mentioned)
supports their suggestion that, when all grains have the same
true age, then this age may be estimated using an average or
central age, regardless of how the individual dose rates vary.
However, that does not mean that this is the best method or
even that it is necessarily a good one.

4. Modelling the dose rate distribution
The model equation (1) could be extended to specify a dis-

tribution for the single-grain dose rates ξi. In practice there is
usually very little independent information about what form
this distribution might take, other than what can be seen in
the observed equivalent doses. Let us consider two simple
possibilities.

1. A normal distribution. For example, in the absence of
other information, we might assume that ξi was drawn from a
normal distribution with mean µξ and standard deviation σξ ,
independently for each grain. Then equation (1) can usefully
be expressed as

yi = tµξ + t(ξi −µξ )+ ei . (3)

We might regard the measured environmental dose rate as
an estimate of µξ , i.e., the mean dose rate for the popula-
tion from which the grains were sampled. Then the quan-
tity t(ξi − µξ ) would be another component of error, from

a normal distribution with mean 0 and variance t2σ2
ξ

. If ei

was also from a normal distribution, and independent of ξi,
then the overall error would be from a normal distribution
with mean 0 and variance t2σ2

ξ
+σ2

i . In that case, the opti-
mal OSL age estimate would be that obtained from the ‘un-
logged’ version of the central age model.

In other words, making this quite natural assumption
about the unobserved single-grain dose rates leads directly
to the central age model for optimal estimation of the burial
dose and hence the burial age. The dispersion parameter in
this central age model will include variation between single
grain dose rates, as the above analysis shows.

2. A two component mixture. Another possibility might
be to assume that the dose rates come from a two-component
mixture distribution where ξi takes the value µξ 1 with prob-
ability p or µξ 2 with probability 1− p, say. Then equation
(1) could be written as

yi = tµξ 1ui + tµξ 2(1−ui)+ ei (4)

where ui is a bernoulli random variable that takes the value
1 with probability p and 0 with probability (1− p). So the
equivalent doses also have a two component mixture distri-
bution with component means µ1 = tµξ 1 and µ2 = tµξ 2. The
common age t is given by several expressions, including

t =
pµ1 +(1− p)µ2

pµξ 1 +(1− p)µξ 2
=

µ

µξ

,

where µ and µξ are the mean equivalent dose and mean dose
rate, respectively, for the population from which the grains
were drawn. So, as usual, the age t can be estimated by di-
viding an estimate of µ by an estimate of µξ .

One could imagine estimating µ either by fitting a two-
component mixture to estimate p, µ1 and µ2, and hence µ =
pµ1 +(1− p)µ2, or by simply using an average equivalent
dose, ignoring the two-component mixture structure. In the
latter case one might consider using either an unweighted
average or a weighted average with weights proportional to
the reciprocals of the error variances. What are the relative
merits of these methods?

In theory, if the data really do come from a two-
component mixture distribution, with a well specified error
distribution, then it must be optimal to use that model for
estimation by maximum likelihood, say. Nevertheless it is
useful to consider this in more detail.

Suppose that, as before, ei has a normal distribution with
mean 0 and standard deviation σi for grain i. Consider first
the hypothetical case that σi is the same for all grains (σi = τ ,
say) whether or not they are from the same component. Then
weighting by 1/σ2

i is the same as weighting by 1/τ2, i.e.,
using a straight (unweighted) average. In that case, it can be
shown that this gives exactly the same estimate of µ as that
obtained by fitting the two-component mixture.

Now suppose that σi is the same for all grains within the
same component, but different for grains in different com-
ponents. That is, σi = τ1 if grain i is from component 1
and σi = τ2 if grain i is from component 2. Then it can
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be shown that using an unweighted average of the equivalent
doses will still produce exactly the same estimate of µ as that
obtained by fitting the two-component mixture. But weight-
ing by 1/σ2

i (i.e., by 1/τ2
1 and 1/τ2

2 ) will produce a different
estimate, and it is easy to construct cases where such weight-
ing produces a grossly biased estimate. This is because the
unweighted mean implicitly combines the observations from
the different components in the same proportions as those
estimated by fitting the two-component mixture, whereas the
weighted mean does not, unless τ2

1 and τ2
2 happen to be in

the ratio of 1− p to p (which is unlikely).
The usual situation in practice is that the error standard

deviations σi differ across grains, both within and between
components. In that case, the estimate of µ obtained by
fitting a two component mixture does differ from the un-
weighted mean equivalent dose — but typically not by very
much if the differences between σis in the same component
are small compared to those in different components. On
the other hand, weighting by 1/σ2

i will generally produce a
rather different estimate.

Of course a more detailed numerical analysis would be
needed to quantify these differences, but a general message
is that if the yis come from a two component mixture, then it
could be misleading to combine them by weighting them by
the reciprocals of their error variances ignoring the mixture
structure, which is what the central age model does.

Finite mixture models are often used to estimate the pa-
rameters of specific sub-populations. The use here of a two
component mixture as a form of ‘error’ distribution differs
in concept, though it is not unknown in statistical applica-
tions where it has sometimes been used to deal with samples
containing small numbers of outliers or ‘unusual’ values.

In the ‘adjusted dose rate’ method of Jacobs et al. (2008),
a finite mixture model was fitted to the equivalent doses but
the age was estimated from just one of the component means
(µ1, say) which was divided by an ‘adjusted dose rate’ (i.e.,
an estimate of µξ 1). That method, as I understand it, was
used as an attempt to deal with equivalent doses that were
thought to come from well-bleached grains that were buried
at the same time but looked as if they were from a finite mix-
ture distribution with one component containing a large ma-
jority of the grains. The rationale behind that method merits
discussion, but there is no reason in principle why it should
not give a valid estimate. Reasons for focusing on just one of
the mixture components might include the possible unrelia-
bility of data in the other components, though this also raises
the question of how to best estimate a dose rate specific to
that component.

5. Models with multiplicative errors

Sometimes the dominant source of error variation in ob-
served equivalent doses is multiplicative rather than additive.
Signs of this are a strong positive skewness in a histogram
of the yis and a strong positive association in a scatter plot
of si against yi. Then an equation analogous to (1) may be

expressed as
yi = tξieui , (5)

where ui is a random error drawn from a distribution with
mean 0 and standard deviation τi, say. This could be re-
written as an additive model for the log doses:

logyi = log t + logξi +ui . (6)

A parallel analysis to that in the previous section can be made
for the model equation (6). For example, assuming that the
log dose rates are a random sample from a normal distribu-
tion would lead to the usual ‘logged’ version of the central
age model as being the optimal method.

It should be emphasised that equations (1) and (5) rep-
resent the same physical relationship. The only difference
between them is in their ‘error’ distributions, which lead to
different methods of estimating the burial dose µ . It would
be possible to have either an additive error or a multiplicative
error also for estimating the environmental dose rate µξ , and
there is no reason in principle why you should not have an
additive error for the estimated dose rate and multiplicative
errors for the equivalent doses. It would be wrong to say, for
example, that because the dose rate is an arithmetic average
of physical quantities then one should use an arithmetic av-
erage of equivalent doses to estimate the burial dose µ . In
short, the appropriate method of estimation depends not only
on the definition of the parameters but also on the error dis-
tributions.

6. Summary remarks
I have tried to highlight some statistical issues relating to

how OSL ages are estimated when dose rates vary between
grains, as is often the case for the beta dose rate contribu-
tion. Most of the statistical concepts I have used here are
explained briefly in Galbraith & Roberts (2012, Appendix
A). A key aspect is to identify the relevant parameters: not
only the equivalent dose that corresponds to the burial dose
(or the dose of interest), but also the relevant dose rate that
corresponds to that equivalent dose. A second key aspect is
that appropriate methods of estimating these parameters de-
pend of the errors associated with individual measurements.

I have used models with additive errors for illustration. In
that case, the assumption that the unobserved single grain
dose rates follow a normal distribution leads to the ‘un-
logged’ central age model for the equivalent doses. But the
central age model is not necessarily appropriate for other
dose rate disributions. Models with multiplicative errors
may often be more appropriate in practice — and are in
some ways simpler because relative errors do not depend
on the scale of measurement — and the same issues arise
there. In particular, the assumption that the unobserved sin-
gle grain dose rates follow a log-normal distribution leads to
the ‘logged’ central age model for the equivalent doses. Such
models could be generalised to include situations where the
OSL ages vary between grains. Their usefulness depends
partly on how, or how much, any heterogeneity in dose rates
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affects the estimation of the relevant equivalent dose, and in-
deed whether there is other relevant information about the
dose rates that could be obtained, particularly about the na-
ture or form of the dose rate distribution in any given appli-
cation.

However, I would take issue with the idea that “modelling
of the dose rate distribution is both unnecessary and undesir-
able” (Guérin et al., 2013, page 315). The simple analysis
above has produced some useful insight, not only in sug-
gesting appropriate methods of estimation in different situ-
ations but also in identifying a component of error variance
that might be reduced if it were possible to measure single-
grain dose rates. The assertions that such modelling “cannot
improve accuracy, and must introduce additional uncertain-
ties” (Guérin et al., 2013, page 315) are also incorrect, as
explained above.

Statistical models are important not only for providing a
basis for assessing the merits of any given method of esti-
mation, but also for assessing sources of variation. The rel-
evance of a statistical model to a given situation depends on
the scientific context and it is not always easy to judge what
models are most appropriate. Sometimes it can help to try
more than one method. If different methods result in simi-
lar estimates, then some reassurance may be achieved; if not,
then it may be illuminating to find out why.
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1. Introduction

Luminescence data collected for geochronology and
dosimetry requires different types of manipulation and anal-
ysis in order to extract the information of interest. As au-
tomated systems for measurement of luminescence signals
have developed (Bøtter-Jensen et al., 2010), the rate at which
data can be acquired has increased. In addition, the devel-
opment of equipment to obtain luminescence signals from
individual mineral grains, whether using scanning systems
(Duller et al., 1999) or imaging systems (Thomsen et al., in
press), has further exacerbated this situation. It is not uncom-
mon to make equivalent dose measurements of thousands of
grains for each sample, involving tens of thousands of indi-
vidual luminescence measurements.

In recent years a number of routines for analysis of lumi-
nescence data have been written in R (e.g., Kreutzer et al.
2012, Peng et al. 2013). These provide a range of tools for
the manipulation and analysis of luminescence data and have
the advantage that at least some of them (Kreutzer et al.,
2012) are open source and thus it is explicit what numerical
operations are undertaken. However, although these pack-
ages are capable of extremely complex analyses, they do re-
quire some understanding of the R environment, and there
is currently no visual interface so interaction is primarily
through command line statements (or scripts).

Analyst is a Windows based software package written in
Delphi that has been developed over the last 15 years. It was
originally written to analyse data collected in instruments
built at Risø National Laboratory (e.g. Bøtter-Jensen et al.
2003), but can also be used for the analysis of data collected
on other instruments provided that they generate compatible
data files. Although the software has been used widely dur-
ing the last 15 years, an overview of the capabilities of the
software has never been given. Furthermore, a recent update

to the software has included a number of significant enhance-
ments. This paper seeks to summarise the overall capabilities
of the software and to focus on recent improvements and ad-
ditional capabilities.

2. Overview of software capability

The data format used by instruments built at Risø consists
of a series of records, one for each luminescence measure-
ment that is made. Each record contains a header (Table S1)
which includes more than 60 parameters, some of which de-
scribe the conditions used to collect the data (e.g. the type
of light source used for optical stimulation, the heating rate
used for TL measurements, or the number of data points col-
lected), and some of which are used to store information
that can be used during data processing (e.g. whether the
measurement is of a natural signal, or a regenerated signal).
Following each header is a block of data collected during
the measurement. The number of data points is specified in
the header. The BINX file format consists of any number of
headers and data blocks (i.e. header, data block, header, data
block, header, data block. . . ). The BIN file formats that were
generated by previous versions of the Sequence Editor have
the same overall structure as the BINX files, but the headers
contain fewer parameters. Analyst is able to read all versions
of BIN and BINX files.

Analyst provides a means for manipulating and viewing
thermoluminescence (TL) and optically stimulated lumines-
cence (OSL) data. The functionality can be split into three
groups: (a) editing the header contents and selecting which
data is appropriate for analysis, (b) visualisation of data, and
(c) data analysis (e.g. construction of dose response curves,
fading tests or component fitting).
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Figure 1: The front page of Analyst can be customised to show whichever parameters from the header are wanted - in this case
the sample position on the carousel, the type of data and the type of luminescence measurement.

3. Editing header contents and selection of data

A large number of the parameters stored in the header for
each luminescence measurement are set during data collec-
tion, for example the number of data points, the date and time
of collection, the temperature at the time of collection, the
heating rate that was used to reach this temperature, and if
appropriate the type of optical stimulation that was used and
the percentage stimulation power. Within the main screen
of Analyst the user can select which of these parameters to
display (Figure 1).

Some parameters are not set at run time, but can be edited
in Analyst to give additional information that can be used
in data analysis. For instance, when determining equivalent
dose (De) using multiple aliquots it is important to specify
which aliquots retain their natural luminescence signal, and
which have had additive doses given, or regeneration doses
given. Analyst allows any of the parameters in the header
(except the number of data points) to be edited, either work-
ing on individual records at a time, or selecting a block of
records and changing parameters for all of the records (us-
ing the ‘Block Edit’ function). The irradiation dose given to
different aliquots is also important if equivalent dose is to be
determined. The irradiation that each aliquot received prior

to measurement may be edited in Analyst, though the irradi-
ation time can also be automatically inserted into the BINX
file by the Sequence Editor making it unnecessary to edit this
parameter manually.

Figure 2: Selecting records from a BINX file for data col-
lected for carousel positions 2, 3 and 4 and which are OSL
measurements.
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Figure 3: Visualising a BINX file using the sequence used to collect the data. In this example the cell shown in blue is
highlighted. This part of the sequence collected TL data for aliquots in positions 1 to 5, and a list of these data is shown in the
bottom right hand side of the screen. At present, none of this TL has been selected for analysis and so none of the tick boxes in
the bottom right panel are selected, and the cell in the main panel is not coloured red.

Perhaps the most common activity under this heading is
to select which of the records in a BINX file are to be used
in subsequent data analysis. It is possible to delete records,
but this deletion is permanent. A better approach is to mark
which records are to be selected for subsequent analyses, and
which are not. This is done by setting the ‘Select’ entry in the
header of each record. Individual records can be selected or
unselected individually using key strokes, but a more sophis-
ticated approach is to filter which records are to be selected
or unselected based upon some aspect of the header infor-
mation (Figure 2). A common application of this approach
would be in post-IR IRSL procedures (Thomsen et al., 2008)
where IRSL has been measured at two or more temperatures
(e.g. IR50 and IR225), but analysis is required using only one
of these data sets. This can be achieved by selecting records
where the temperature parameter in the header is equal to
225, or can be achieved by selecting specific set numbers or
run numbers.

A recent addition to Analyst is the ability to display the
data in a format that reflects the sequence used to collect the

data (Figure 3). This option is available if the copy of the
sequence file (.SEC) used to collect the data is stored in the
same directory where Analyst accessed the BINX file. This
option is useful for navigating through complex sequences,
and can also be used to conveniently select all the records
collected by a command in the Sequence file.

4. Visualisation of data
Visualisation is an essential part of exploring data and

Analyst provides a range of opportunities to do this. In the
main display the data for individual luminescence measure-
ments is displayed at the bottom of the screen. A new fa-
cility within the package is to be able to compare up to 30
records simultaneously by plotting them on the same graph
(Figure 4a). It is possible to select which records to display
either by dragging and dropping them onto the graph page,
or by using a filtering command similar to that used to select
data (Figure 2). The drag and drop option makes it possi-
ble to compare records from different BINX files. As many
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Figure 4: Selecting records from a BINX file for data col-
lected for carousel positions 2, 3 and 4 and which are OSL
measurements.

graphs as required can be displayed simultaneously. Further-
more, the characteristics of these graphs can be manipulated
by the user, for instance whether to use logarithmic axes,
what range of data to show on the axes, and the font size
(e.g. Figure 4b).

5. Data analysis
Four major types of data analysis are supported in An-

alyst, (1) multiple aliquot determination of equivalent dose
(De), (2) single aliquot (and single grain) determination of
De, (3) calculation of fading rates and (4) component fitting
of CW-OSL data.

5.1. Multiple aliquot De determination
Equivalent dose determination using multiple aliquots has

been a feature of Analyst for many years, and both the addi-
tive dose and regenerative dose methods are supported. In
each case it is possible both to calculate a De based upon in-
tegration of a region of interest (e.g. a specific temperature
range for TL measurements, or a specific part of the OSL de-
cay curve), and also to calculate a De plateau over a range
of values (Figure 5). A variety of equations can be used to

fit the dose response curve and the most important ones are
listed in Table 1.

5.2. Single aliquot and single grain De determination
The same range of equations (Table 1) are also avail-

able when fitting dose response curves generated from single
aliquot or single grain data sets. It has long been possible in
Analyst to apply a range of acceptance criteria (Jacobs et al.,
2006) to individual aliquots in order to assess whether the De
value should be accepted for subsequent analysis or not. One
of the more recent additions is the ability to screen on the ba-
sis of recuperation. The recuperation is assessed by looking
at the signal when no dose has been given to the aliquot in
the SAR sequence. The magnitude of the recuperated signal
can be expressed in one of three ways. The first and most
commonly used in published work, is to express the recu-
perated signal as a percentage of the natural signal. How-
ever, where samples are very young and the natural signal
is weak, this may yield misleading results. One alternative
is to express the recuperation as a percentage of the largest
regeneration dose, and the final possibility is to extrapolate
the dose response curve to where it intersects the dose axis
and to use this as the ‘apparent recuperated dose’. This pro-
vides an absolute measure (expressed in seconds or Gy) of
the magnitude of the recuperated signal.

The assessment of uncertainty of the calculated De is crit-
ical, and the approach used in Analyst has been described
previously by Duller (2007). The uncertainty in the measure-
ment of individual luminescence signals is calculated from
the counting statistics using the method described in Gal-
braith (2002), and an additional uncertainty associated with
instrumental uncertainty (e.g. Armitage et al. 2000, Thom-
sen et al. 2005) can be combined in quadrature. Two ap-
proaches are possible in Analyst for how to propagate these
uncertainties in luminescence intensity into uncertainties in
equivalent dose. The default approach is to use the uncer-
tainty calculated for the natural signal and propagate this
through the interpolation onto the dose response curve. In

Linear
y = a+bx

Saturating exponential

y = a
(

1− e−
x+c

b

)
Saturating exponential plus linear

y = a
(

1− e−
x+c

b

)
+gx

Sum of saturating exponentials

y = a
(

1− e−
x
b

)
+ c
(

1− e−
x
d

)
+g

Table 1: Some of the equations available within Analyst for
fitting dose response curves generated from multiple aliquot,
single aliquot or single grain data sets.
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Figure 5: Example of analysis of a multiple aliquot additive dose data set, both showing the De calculated over a broad integral
(upper right), and a plateau test (lower right) across a range of temperatures from 250 to 410◦C

this approach, additional uncertainty in the fit of the data to
the dose response curve is accounted for by including an ad-
ditional uncertainty calculated from the average deviation of
data points from the dose response curve (Eqn. 7 of Duller

Figure 6: Dose response curve where the dose is expressed
in Gray, generated by Analyst.

2007). A second approach is to use a Monte Carlo method to
determine the impact of uncertainties in all the Lx/Tx ratios
determined for an aliquot upon the De. Whilst the Monte
Carlo method requires greater computational time, analy-
sis using this method is still fast on most modern comput-
ers. These two approaches are still available in Analyst. At
high doses where there is significant curvature of the dose
response curve the uncertainties are likely to be asymmet-
ric (Murray & Funder, 2003) and Analyst will now calcu-
late estimates of the positive and negative uncertainties (e.g.
230+25

−14).
Analysis of BINX files containing data for tens, hundreds

or thousands of equivalent dose measurements would take a
long period of time to step through individually. Analyst is
able to automatically step through a BINX file and attempt
to calculate a De value for every aliquot or grain. In such
automated analysis the acceptance criteria (e.g. recycling,
recuperation) are used to decide whether an individual De es-
timate is accepted or rejected. A further addition to Analyst
is the display of a range of summary statistics for the suite
of De values obtained from a BINX file (at present these are
based only on symmetrical uncertainties). The range of sum-
mary statistics describing the distribution of De values in-
cludes the mean, weighted mean, common age model, cen-
tral age model, overdispersion (Galbraith et al., 1999) and
mean square of weighted deviates (MSWD).
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Figure 7: Fading data combining data measured for short
storage periods (up to 6 hours) undertaken as part of a sin-
gle sequence with data obtained after storage for 100 hours
outside the instrument.

A final change in the most recent version of Analyst is
the ability to calculate De values in Gray as well as seconds.
The latest BINX format includes a parameter defining the
dose rate of the source used for irradiation, so that irradia-
tion times in seconds can be converted to Gy. This dose rate
parameter may either be set automatically by the Sequence
Editor when the data is collected, or changed in Analyst.
Providing that a dose rate is set, the user can select whether
to work in seconds or Gy when calculating De values. This
makes it relatively simple to generate dose response curves of
moderate quality for talks or publication which are expressed
in Gy (e.g. Figure 6), and not seconds.

5.3. Calculating fading rates
The development of analytical protocols designed to iso-

late a signal from feldspar which has negligible anomalous
fading (Thomsen et al., 2008) has reinvigorated study of this
mineral group for geochronology. An important part of many
studies is to explicitly test the rate of fading observed over
laboratory timescales, and the methods outlined by Huntley
& Lamothe (2001) and Auclair et al. (2003) are commonly
used. These involve making prompt and delayed measure-
ments, with a test dose correction applied. Critical to cal-
culation of fading rates is knowledge of the time between
irradiation and luminescence measurement so that t∗ can be
calculated (Auclair et al., 2003). The time since irradiation
is one of the new parameters stored in BINX headers. If irra-
diation and subsequent measurement are undertaken within
a single measurement sequence then this time since irradia-
tion is set automatically when data are collected. If storage
outside the automated reader is used to obtain data extending
over longer periods of time, to improve the characterisation
of the fading rate, then the time since irradiation needs to be
input into the header by the user in Analyst. Once this time

since irradiation parameter has been set, Analyst is able to
calculate t∗, plot the drop in luminescence as a function of
time (t∗) and fit the data to obtain a g-value (normalised to 2
days; Figure 7).

5.4. Component fitting of CW-OSL data

An experimental part of Analyst that has been included
in the most recent version can be used to fit a sum of ex-
ponential decays to continuous wave OSL (CW-OSL) data
(Figure 8). The equation used for fitting is

y = a+
[
n1.b1e−b1t

]
+
[
n2.b2e−b2t

]
+
[
n3.b3e−b3t

]
where the number of components can be changed from

one to three (the equation above is for a three component
fit). A Levenberg-Marquardt method is used for fitting. Ini-
tial estimates of the parameters are generated automatically,
but the user can edit these initial estimates if desired. Ad-
ditionally, the user can fix any parameter (for instance the
parameter b1 which is the rate of decay of the fastest compo-
nent, e.g. Rowan et al. (2012). The challenges of this type
of fitting have been described by Bailey et al. (2011). Initial
experiments to incorporate routine curve fitting of this type
into Analyst so that component resolved De values can be de-
termined have been undertaken, but at present the system is
not sufficiently robust to be reliable, and more complex ap-
proaches such as the differential evolution method described
by Bluszcz & Adamiec (2006) may be required to ensuring
that global best fits are always obtained rather than falling
into localised minima.

6. Accessibility of data

Analyst provides a range of options for manipulating, in-
terrogating and analysing luminescence data, but any pack-
age of this nature can never be a complete solution to all
the requirements that users may have. Analyst has been de-
signed to make it as easy as possible for data to be exported
so that it can be analysed using other software and so that
more complex graphs can be generated. The main display of
Analyst provides the opportunity to export both information
from the headers and the luminescence data via the Windows
clipboard, making it simple to paste into other packages (e.g.
Excel), and similar facilities are available to export the data
generated during single aliquot De determination or fading
analysis for individual aliquots, or for groups of aliquots.
The new graph tool used throughout the package also makes
it possible to export both the raw data used to generate the
graph (e.g. the doses and Lx/Tx ratios used to generate a
dose response curve), and any of the analytical data produced
(e.g. the dose response curve that is fitted, or the results of
the Monte Carlo replicates used to estimate the uncertainty
on De values).
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Figure 8: Example of component fitting a CW-OSL decay curve. The fitted parameters are given on the right hand side of the
screen and can easily be copied to the clipboard for further processing.

7. Conclusion

The latest version of Analyst (v.4.31.7) is freely avail-
able either from the Aberystwyth Luminescence Research
Laboratory website (http://www.aber.ac.uk/alrl) or
from the DTU Nutech website (http://www.nutech.dtu.
dk/english/Products-and-Services/Dosimetry/

Radiation-Measurement-Instruments/TL_OSL_

reader/Software). In addition to the new facilities
described above, the package now contains an integrated
context-sensitive help system (available by pressing F1 at
any time) and a 77 page manual (Duller, 2015). It is hoped
that this package will provide a user friendly, and highly
visual, tool for analysing a range of luminescence data.

Supplementary Information

Table S1 is available as Supplementary Informa-
tion at http://www.ecu.edu/cs-cas/physics/

Ancient-Timeline/ancient-TOC33.cfm
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Hayley Candice Cawthra
The Marine Geology of Mossel Bay, South Africa

May 2014
Department of Geological Sciences, Faculty of Science, University

of Cape Town

Degree: Ph.D.
Supervisor: John S. Compton

This thesis presents work undertaken to better understand
the complex evolution of the terrestrial landscape now sub-
merged by high sea levels offshore of Mossel Bay along the
South Coast of South Africa. Three marine geophysical sur-
veys and scuba diving were used to examine evidence of past
sea-level fluctuations and interpret geological deposits on the
seafloor. Additional geological mapping of coastal outcrops
was carried out to link land and sea features and rock sam-
ples were dated using Optically Stimulated Luminescence
(OSL). Geophysical investigations include a regional seismic
survey extending from Still Bay in the west to Buffels Bay
in the east out to a maximum water depth of 110 m; a high-
resolution investigation of the Mossel Bay shelf using multi-
beam bathymetry, side-scan sonar and sub-bottom profiling;
and a shallow seismic pinger survey of Swartvlei, the most
prominent coastal lake in the Wilderness Embayment. This
study presents 9 discrete seismic sequences, and describes
major offshore geomorphic features such as submerged sea
cliffs, palaeo-coastal zones and fluvial systems. Oscillation
in sea level between ∼2.7 and 0.9 Ma likely resulted in the
formation of the prominent -45 m terrace, which separates a
relatively steep inner from a low-gradient mid shelf. Beach
and dune deposits span from Marine Isotope Stage 15 (MIS
15) (582 ka) to Recent based on an age model that inte-
grates OSL ages and the established eustatic sea-level record.
The most prominent deposits date from the MIS 6 glacial to
MIS 5 interglacial periods and include incised lowstand river
channels and regressive aeolianites that extended at least 10
km inland from their associated palaeoshorelines. The MIS 5

deposits include transgressive beachrock, an extensive fore-
shore unit which prograded on the MIS 5e highstand, and
regressive beach and dune deposits on the shelf associated
with the subsequent fall in sea level. MIS 4 lowstand incised
river channels were infilled with sediment truncated during
rapid landward shoreface migration at the MIS 4 termina-
tion. Low-energy, back-barrier MIS 4/3 sediments are pre-
served as a result of overstepping associated with meltwater
pulses of the MIS 2 termination. The MIS 1 sediment wedge
comprises reworked sediment and is best developed on the
inner shelf. Holocene highstand sedimentation continues to
prograde. Accommodation space for coastal deposits is con-
trolled by antecedent drainage pathways and the gradient of
the adjacent inner continental shelf. The geological deposits
on the emergent shelf indicate a greatly expanded glacial
coastal plain that potentially received more rain feeding low-
gradient meandering rivers and wetland lakes. These exten-
sive wetland environments provided a rich source of diverse
food types which along with abundant marine resources on
the shoreline made the Southern Coastal Plain an ideal habi-
tat for our ancestors.

Melissa S. Chapot
Testing the maximum limit of quartz luminescence

dating at Luochuan, China
January 2015

Aberystwyth University, Wales, United Kingdom

Degree: Ph.D.
Supervisors: Helen M. Roberts and Geoff A. T. Duller

This study investigates the maximum age limit of quartz
luminescence dating, which assesses the time since the last
exposure of quartz grains to sunlight. The maximum age
range of this technique has been difficult to define because
the limiting factors are sample dependent, and difficult to as-
sess due to the dearth of independent age control compar-
isons for samples older than 50 ka. This study proposes a
new concept for testing the maximum limit by comparing
natural and laboratory measurements. Twenty-two samples
of wind-blown dust (loess) from the Luochuan section of
the Chinese Loess Plateau were analysed using two differ-
ent luminescence signals: optically stimulated luminescence
(OSL) and thermally transferred OSL (TT-OSL).

Expected ages for the samples were calculated using
an age-depth model based primarily on correlations of
palaeosol/loess boundaries with marine isotope stages. This
framework of independent age control was transformed into
sample-specific estimates of the radiation energy absorbed
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in nature (palaeodose) using sample-specific environmental
dose rates. Natural dose response curves were then con-
structed by plotting natural luminescence signals from sam-
ples of different ages against their expected palaeodoses.
Maximum limits of OSL and TT-OSL techniques were tested
by comparing their natural dose response curves with lumi-
nescence signals measured after irradiation in the laboratory
(laboratory dose response curves).

Optimal measurement conditions for each of the two sig-
nals were investigated including signal definition, pre-heat
treatments, test dose magnitudes (for the OSL signal), and
pulsed-irradiation procedures (for the TT-OSL signal). The
results suggest that the current maximum limit of quartz lu-
minescence dating is circa 150 Gy, but that either the OSL or
TT-OSL signal may provide the oldest reliable ages depend-
ing on the sample specific-signal characteristics. A newly
proposed reliability threshold based on the luminescence sig-
nal of a naturally saturated sample is suggested to be a more
appropriate maximum limit than 2D0 for samples of un-
known age.

Margret C. Fuchs
Surface processes in response to tectonic and climatic

forcing in the Pamir
October 2014

Helmholtz-Zentrum Dresden-Rossendorf, Helmholtz Institute
Freiberg for Resource Technology, Freiberg, Germany

Degree: Dr. rer. nat. (Ph.D.)
Supervisors: Matthias Krbetschek, Richard Gloaguen,

Frank Preusser, Andreas Lang

The interplay between topographic, tectonic, and cli-
matic factors has fundamental relevance for understanding
the mechanisms of mountain evolution and their susceptibil-
ity to changes. This thesis combines geomorphometric anal-
yses with geochronological techniques to determine the rates
of surface processes in the Pamir. Influenced by the West-
erlies and the Indian Summer Monsoon, the Pamir provides
ideal conditions to explore the surface process response to
climate, and to compare such results with those found in
other actively deforming mountains. This thesis addresses
four main issues – (1) the distribution of tectonic and cli-
matic factors in the Pamir, and their effects on geomorphom-
etry; (2) the challenge of accurate sediment dating for pre-
cise process rates in high mountains; (3) the variability of
fluvial incision and its implications for the evolution of the
Pamir river network; and (4) which factors control erosion,
and how erosion rates relate to local lowering of base levels.

Chapter 2.2 discusses how the collinearity of the major
tectonic structures and mountain ranges exert long-term con-
trol on flow orientation and local base levels. Due to the
dry climate on the Pamir Plateau, fluvial activity is low, and
glacial processes are restricted to high altitudes. High topo-
graphic variability at the Pamir margins coincide with both,

neotectonic activity along orogenic bounding faults and oro-
graphic precipitation from the Westerlies. The trunk stream,
the Panj River, indicates major re-organizations of the river
network. Successive river captures across the Pamir domes
suggest dominant structural control accompanied by possible
re-activation of dome bounding faults.

Luminescence dating is of paramount importance for de-
coding the sedimentation histories, but material from high
mountains is challenging due to differential bleaching histo-
ries and postdepositional sediment mixing. To address this,
Chapter 3.2 describes a transparent, reproducible analysis
routine in three data processing templates using the R pack-
age ‘Luminescence’. The challenges posed by properties of
high mountain materials are addressed in Chapter 3.3, com-
paring multiple grain and single grain techniques applied to
quartz, K-feldspar and plagioclase. These methods allow us
to identify prominent events in sediment deposition without
interference from bleaching and sediment mixing, or signal
loss due to anomalous fading.

Chapter 4.2 applies optically stimulated luminescence
(OSL) methods to quantify the variations in fluvial incision
along the Panj River. Paleo-glaciations during Marine Iso-
tope Stage (MIS) 2 and MIS 1/2 may have triggered the de-
position of terrace sediments, but the rate of incision is pri-
marily consistent with terrace location, rather than time of
formation. Where the Panj cuts across the Shakhdara Dome
in the southern Pamir, high incision rates of 7 - 10 mm/yr in-
dicate intense river adjustment. Lower incision rates of 2 - 4
mm/yr are consistent with more graded profile sections of the
Panj parallel to southern dome boundaries. To the north-east,
the Panj incision reflects transient conditions - only the in-
creased incision of 6 mm/yr marks the river response across
the Darvaz Fault Zone. These data highlight the structural
control of sudden base level drop due to successive river cap-
tures, while climatic factors - as well as rock erodibility and
drainage architecture - are of secondary importance.

Chapter 5.2 complements the indications from geomor-
phometry and fluvial incision with cosmogenic nuclide
(CN)-based basin-wide erosion rates. Results suggest a rapid
average topographic evolution in the Pamir. However, the
pace of erosion at the Pamir Plateau shows a strong con-
trast to the Pamir margins. High erosion rates of 0.55 - 1.43
mm/yr integrate over millennial scale conditions at the west-
ern Pamir margin, whereas lower rates of 0.05 - 0.17 mm/yr
at the Pamir Plateau also integrate effects of the MIS 1/2
deglaciation. The correlation of erosion with steep slopes (R2
of 0.82) defines the precondition for high rates in the Pamir.
The influence of precipitation only becomes evident in mul-
tiple linear regression analyses, explaining erosion as a func-
tion of slope and precipitation (R2 of 0.93). The almost ten-
fold discrepancy between fluvial incision rates along the Panj
River and basin-wide erosion rates reflects the transience of
the landscape with the Panj incising faster than hillslopes ad-
just. The rate of adjustment increases where the Westerlies
supply moisture during winter. This suggests that an effcient
sediment transport relates to seasonal peak discharge during
the melting season.
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The methods and results described, highlight the domi-
nance of tectonic structures in controlling surface processes.
In contrast to the southern escarpment of the Himalayas
where the Indian Summer Monsoon provides intensive rain-
falls, precipitation in the Pamir is limited and hence, works
as a restricting factor for hillslope adjustment to fluvial in-
cision. Major reorganisations of the Pamir River network
highlight river captures as an important trigger of high sur-
face response rates due to the sudden drop in base levels.

A PDF of this thesis can be downloaded from Ancient TL.

Vinı́cius Ribau Mendes
Santa Catarina coastal dunefields chronology and

sedimentology
May 2012

Institute of Geociences University of São Paulo, São Paulo , Brazil

Degree: Master
Supervisors: Paulo César Fonseca Giannini

This thesis refers to five areas with active and stabilized
eolian dune fields in the central coast of the Santa Catarina
State, southern Brazil. In this region, a recent tendency to
stabilization of active dune fields is inferred from the com-
parison between aerial photographs of different years. Mete-
orological data obtained between 1962 and 2010, including
daily records of rainfall, wind intensity and wind direction,
indicate increasing precipitation and weakening wind to this
period. The combination of these two factors inhibits the
eolian sediment transport to the dune field, as effect of in-
creasing sand cohesion by wetting and plant colonization in
deflation zones. Being persistent in the last three decades,
these factors have reduced gradually the sand areas exposed
to eolian reworking and decreased more and more the ef-
fective eolian drift, culminating in the stabilization of dune
fields.

The sedimentary deposits of eolian dunes and paleodunes
were grouped, by morphological, stratigraphic, granulomet-
ric and mineralogical criteria in four generations (G1 to
G4), analogous to that previously recognized in the litera-
ture. The older generation (G1) has a wider age distribution
than previously thought and can be subdivided regarding the
geochronological aspect. The grain-size analysis data indi-
cate trends of sediment coarsening, better sorting and more
positive skewness, from the older to the younger generation,
what is attributed to the influence of successive reworking of
sediments between generations, without discarding the effect
of changes in the transport energy and/or beach morphody-
namics. The ages of the three older generations obtained by
optically stimulated luminescence (OSL) method show coin-
cidence with contexts of stable coastline and with climate in
transition from less to more wet.

The observed relationship between the OSL ages, rela-
tive sea level (RSL) and paleoprecipitation curves, besides

the model of recent dune stabilization (by the wet increas-
ing and wind energy decreasing), allow us to suggest that
the initiation of the dune fields in their different generations,
in this coastal region, can be favored by moments of stable
and / or in reversal trend RSL, as well by less humid and
more windy weather. In other hand, the stabilization of the
dune fields would be favored by higher RSL, increasing rain
and decreasing wind intensity. From the perspective of cli-
mate control, the mentioned condition to initiation of dune
fields agree with moments of weakening of the South Amer-
ica Summer Monsoon System (SASM), related to warmer
periods in the northern hemisphere. Analogously, the favor-
able condition for the stabilization of dune fields would co-
incide with moments of intensification of the SASM, related
to colder periods in the northern hemisphere.

A PDF of this thesis can be downloaded from:
http://www.teses.usp.br/teses/disponiveis/

44/44141/tde-27022013-144047/pt-br.php

Ferdinand Messens
Luminescence dating of tsunami sand in south central

Chile a feasibility study
June 2014

Department Geology and Soil Science, Ghent University, Ghent,
Belgium

Degree: Master
Supervisors: Dimitri Vandenberghe, Marc De Batist,

Philipp Kempf

This work presents an explorative study into the poten-
tial of luminescence dating techniques for application to
tsunami-laid sands in south-central Chile. The investigated
sediments come from a core that was taken in the coastal
Lake Huelde; the sequence was about 5 m long and com-
prised six sandy layers interpreted as being deposited by
tsunami events. In the frame of this work, four of these layers
were examined using luminescence methods.

The luminescence investigations initially focussed on
quartz. However, no pure quartz could be extracted from
the samples. The luminescence characteristics of the sepa-
rates were therefore investigated using a double-SAR proto-
col, which uses stimulation with IR light prior to the OSL-
measurement to minimize the contribution from feldspar.
The post-IR OSL signals were dim, not dominated by a fast
component, and behaved very poorly in the SAR protocol
(as indicated by the SAR procedural tests: recuperation, re-
cycling ratio and dose recovery). Microscopic observations
using thin sections were used to relate this luminescence be-
haviour to the mineralogical composition and provenance of
the sediments. It is concluded that OSL signals from quartz
are not suitable for dating these tsunami-laid sands.

The investigations were therefore directed towards an al-
ternative dosimeter, K-feldspar. Stimulation was with IR at
50◦C (IR50) and the luminescence characteristics of this sig-
nal were investigated using a SAR protocol. All samples
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emitted bright IRSL signals that behaved well in the SAR
protocol in terms of recycling and recuperation. The de-
pendence of equivalent dose, anomalous fading and fading-
corrected age on preheat temperature was examined for two
samples. It is concluded that a low preheat temperature of
60 s at 80◦C is required to minimize significant age overes-
timation owing to thermal transfer. In line with earlier finds,
we find no evidence that higher preheat temperatures isolate
a signal that is thermally more stable. The distribution of
equivalent dose, fading rate and fading-corrected age was
then examined in each of the four samples. Broad distribu-
tions were observed for all samples. Apart from a few out-
lying values, the corrected age distributions in the two low-
ermost samples appear to belong to a single population. The
spread observed in these samples (RSD: 20 %) was therefore
taken as a measure for the spread that can be expected for a
well-bleached, undisturbed and unmixed sample. The distri-
butions obtained for the two uppermost samples are clearly
asymmetric, with values extending over a wider and higher
age range. Using our estimate of the spread that can be ex-
pected in the ideal situation, the population with the lowest
corrected ages was isolated from these distributions; these
values are more likely to approximate the depositional age of
the sediments. The fading-corrected IR50-ages are broadly
consistent with the stratigraphic position of the samples and
range from 0.174 ka to 1.64 ka. Interestingly, a slight age
inversion was observed for the two lowermost samples; it
remains to be established whether this relates to an underes-
timation of the uncertainties, dosimetric issues (e.g. related
to the non-uniformity in the radioactive surroundings of the
samples) and/or the specific nature of the erosion and trans-
port process. Following the investigations using IR50, we
also briefly examined the potential of a post-IR IRSL signal,
which was obtained by stimulating with IR at 290◦C follow-
ing a stimulation with IR at 50◦C (pIRIR290); this approach
has been shown to circumvent any correction for anomalous
fading. The pIRIR290-signal behaves well in the SAR pro-
tocol, and laboratory measurements of signal stability con-
firm the earlier finds with respect to anomalous fading. The
pIRIR290-ages overestimate the IR50-ages by 6 ka, which
may be due to thermal transfer and/or incomplete resetting.
It is concluded that, despite its attractive dosimetric prop-
erties, the pIRIR290 signal is unlikely to be applicable to
Holocene deposits. In general, it is concluded that IR50-
signals from K-feldspar provide a powerful means for es-
tablishing chronologies for tsunami-laid sands in this region.
This conclusion is corroborated through a comparison of the
IR50-ages with the available independent age information
(such as historical records and 14C-dating of comparable se-
quences in the study region). The study also provides the
first evidence for a tsunami triggered by the 1837 AD seis-
mic event. Finally, our study also demonstrates the impor-
tance of direct numerical age information for tsunami-laid
sands to correlate palaeoseismological records derived from
cores that were taken in the same sediment archive (i.e. Lago
Huelde).

A PDF of this thesis can be downloaded from:

http://lib.ugent.be/fulltxt/RUG01/002/163/

647/RUG01-002163647_2014_0001_AC.pdf
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The Upper Paraguay River Basin comprises three areas
with remarkable differences regarding their physical and bi-
ological aspects: plateaus, erosional lowlands and the Pan-
tanal plain. The Pantanal is the worlds largest freshwa-
ter wetland and is characterized as a complex depositional
system tract fed by fluvial megafans. The origin of these
large depositional landforms is related to the tectonic set-
ting and basin subsidence; however the Late Quaternary dy-
namic has been mainly influenced by climate change and
interactions with the surroundings erosional terrains. Con-
sidering the peculiarities and environmental importance of
the area, the main aim of this study was to investigate as-
pects of the Late Quaternary evolution of fluvial megafans
formed by the Cuiabá and São Lourenço rivers in the north-
ern portion of the Pantanal, as well as the degradational sys-
tems of the Cuiabana lowlands in the source area. Remote
sensing, geomorphological, facies analysis and geochrono-
logical data were used to achieve these goals. Satellite im-
ages and digital elevation models were used to unveil con-
trasting channel patterns and distinguish geomorphic zones.
Optically stimulated luminescence dating (OSL) allowed to
establish a chronology and to reconstruct the chain of main
events that shaped the megafans. The depositional systems
formed by Cuiabá and São Lourenço rivers are, respectively,
the second and the third biggest fluvial megafans in the Pan-
tanal, exhibiting fan shaped morphology, low topographic
gradient and unconfined flow to downstream. Three differ-
ent fluvial channel styles were recognized, reflecting distinct
phases of aggradation and incision during the Late Quater-
nary. Distributary braided paleochannels preserved on the
surface of Pleistocene lobes record semi-arid climate condi-
tions and scarce vegetation, and a period of high aggradation
during the Late Glacial. The Pleistocene lobes have been
dissected by small streams radiating from the fan apex and
the rain waters tend to produce widespread sheet flows, re-
working the surficial sediments. No OSL ages were found
between the Late LGM and the Holocene, indicating very
low and localized sedimentation, and a period of fluvial in-
cision in the upper fan settings; truncate ancient lobes’ sur-
face and create the incised valleys. The incised valleys were
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mainly filled by Early and Middle Holocene-aged meander
belt deposits, which consist of very fine sands interbedded
with fine-grained deposits. Currently, the incised valley is
a zone of sediment bypass and works as a feeder channel
of the distal distributary sinuous channels. The distal lobes
are the modern depositional site, formed by progradation of
avulsion belts into a broad floodbasin. The Holocene avul-
sions are random. The timescale of regional avulsion (lobe
changes) are around thousands of years, whereas the local
avulsions (bifurcation in small channels) take less than ten
years. The paleo-hydrological changes (braided-incision-
meandering) observed in both systems were mainly con-
trolled by Late Quaternary climatic fluctuations, being an ex-
ample of tropical and subtropical river response to global cli-
mate changes. Cosmogenic nuclide analysis (10Be) enabled
the determination of erosion rates and exposure ages in the
Cuiabana lowdands. The relief denudation has been driven
by differential erosion and strong lithological control. The
laterization of the deposits rich in quartzite clasts appears to
be a key factor maintaining hilltop summits of the planation
surface over long timescales. Clastic-lateritic deposits have
slow erosion rates, similar to the worlds slowest, preserving
an ancient surface planation whose minimum age is Middle
Pleistocene.

Keywords: fluvial megafans; channel patterns; Cuiabana
lowlands; cosmogenic nuclides; OSL dating.
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Thermoluminescence (TL), Optically Stimulated Lumi-
nescence (OSL) and Electron Spin Resonance (ESR) tech-
niques stand among the basic research tools in the fields of
(a) ionizing radiation dosimetry, (b) archaeological and ge-
ological dating and retrospective dosimetry, (c) authenticity
testing of archaeological artifacts. Dating by applying these
methods is based on the measurement of trapped electronic
charges that are accumulated in crystalline materials as a re-
sult of low-level natural radioactivity present at sites, which
help to calculate the time since the traps were empty. For
TL and OSL, the population of trapped charges is measured
by the amount of light emitted by electrons released from
their traps via heat and light, correspondingly. Electrons are
not evicted by ESR spectrometry; the strength of the signal
emitted by trapped electrons provides a measure of the pop-
ulation size.

The present study examined the feasibility of using
TL/OSL and ESR techniques for paleosismological studies

in order to date fault gouges traces from Anatolia. The ba-
sic effort was towards examining the validity of basic as-
sumptions on luminescence dating technique using samples
with age constraints. The aim and scope of the thesis can
be summarized in two broad categories, including method-
ological aspects and feasibility of dating. In this process,
new protocols were developed, tested and applied, including
multiple, independent equivalent dose estimation approaches
which were adopted, using both luminescence and ESR tech-
niques; de-convolution approximations as well as Thermally
Assisted OSL, TA-OSL, stimulation with simultaneous heat-
ing of the Very Deep Traps (VDT) were applied towards pos-
sible extension of age limit in luminescence dating applica-
tions. According to the results yielded, in some special con-
ditions age limits could be extended over one order of mag-
nitude using TA-OSL after stimulating VDT in the natural
minerals. Furthermore, one approach is succesed in order to
improve the understanding of the trapped electron recombi-
nation lifetime in the crystal sutructure. Finally, it was estab-
lished that Infrared stimulated luminescence (IRSL) of sam-
ples of mixed mineralogy at elevated temperatures stimulates
quartz mineral as well.

This study therefore provides a basis for the application
of trapped charge dating methods and concludes that it can
play a significant role in studies related to trap-charge dat-
ing researches and luminescence mechanisms in the crystal
structures.

Keywords: Thermoluminescence (TL), optically stimu-
lated luminescence (OSL), electron spin resonance (ESR),
de-convolution, Very Deep Traps (VDT), Thermally Assisted
OSL (TA-OSL), paleosismologi, luminescence dating, ESR
dating, fault gouges, PostIR-OSL, SAR, equivalent dose, an-
nual dose.

Qingfeng Shao
Combined ESR/U-series Dating of Fossil Teeth from

Middle Pleistocene Sites in Northern Europe and
Mediterranean Area: Contributing to the Chronology of

the Acheulian Settlements of Europe
2011
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Degree: Ph.D.
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Combined ESR/U-series dating of fossil teeth has been
increasingly used in geochronological research over the past
two decades. Results prove that it can be potentially applied
to sites in different geological contexts (fluvial/lacustrine or
karstic environments) over a timescale of 104 − 106 years,
and it is an interesting dating method for studies of the Pleis-
tocene human migrations, such as the dispersal of Acheulian
bifacial technology.

The present work mainly contains 1) a detailed study of
the combined ESR/U-series dating theory for understand-
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ing its limitations; 2) the development of an age calcula-
tion software ESRUSAGE with Monte Carlo simulation for
age and age error estimation; 3) the creation of a new U-
uptake model named AU model, which allows age calcu-
lations for teeth that probably experienced U-leaching; and
geochronological applications to four major archaeological
sites: 4) Mauer, Germany, eponym locality of discovery of
the Mauer mandible, holotype of the Homo heidelbergensis
species; 5) Isernia la Pineta, Italy, allowing a comparative
study with 40Ar/39Ar dating; 6) Thomas Quarry 1 Hominid
Cave, Morocco, Acheulian site previously dated by OSL dat-
ing of quartz and LA-MC-ICP-MS on hominin tooth; and
7) Qesem Cave, Israel, allowing a comparison with TL dat-
ing of heated flints and 230T h/234U dating of speleothems.

These applications demonstrate that the newly developed
ESRUSAGE program and AU model really improve the
applicability of combined ESR/U-series dating approach.
Comparative studies show that this approach can be success-
fully used to Middle Pleistocene caves and open air sites, but
can be limited by geological dosimetric changes. The age
estimates obtained in the present work on the four Acheulian
related sites support the general consensus that the first ap-
pearance of Acheulian in Europe is probably not before 700
- 600 ka.

Keywords: ESR/U-series dating method; Early Middle
Pleistocene; Acheulian settlement; U-uptake and leaching;
Mauer; Isernia la Pineta; Thomas Quarry 1; Qesem Cave
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Erratum: Thesis Abstracts

Erratum: In the last issue we published an incorrect ab-
stract for Sebastian Kreutzer’s dissertation. The correct ab-
stract is:
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loess-palaeosol sequences: An applied-methodological

study on quartz separates
February 2013

Geographical Institute, Geomorphology, University of Bayreuth,
95440 Bayreuth, Germany

(present address: IRAMAT-CRP2A, Université Bordeaux
Montaigne, Maison de l’Archéologie, Esplanade des Antilles,

33607 Pessac Cedex, France)

Degree: Dr. rer. nat. (Ph.D.)
Supervisors: Markus Fuchs, Ludwig Zöller

Understanding morphological processes that sculpt for-
mer terrestrial landscapes is one of the driving rationales
in Quaternary research. Loess records have been found
to be valuable archives for reconstructing palaeoenviron-
mental conditions. However, once identified, characterised
and classified by fieldwork, the stratigraphic significance of
such records has to be revealed by numerical dating. Lu-
minescence dating, especially optically stimulated lumines-
cence (OSL), is the leading dating approach for establish-
ing chronologies on loess archives. Furthermore, the de-
velopment of luminescence dating techniques on sediments
is closely connected with the history of loess research and
vice versa. As part of the European loess belt the Saxo-
nian Loess Region is located in a transition zone between
oceanic dominated western and continental dominated east-
ern climates. The Saxonian Loess Region comprises up to
20 m thick Weichselian loess accumulations, with interca-
lated palaeosols. For the first time, during the work on this
thesis, high-resolution numerical chronologies were estab-
lished in the Saxonian Loess Region on five loess sections
using OSL dating on quartz separates. The dating was em-
ployed as a comparison of three quartz grain size fractions
commonly used for luminescence dating: (1) coarse (90–
200 µm), (2) middle (38–63 µm) and (3) fine grain (4–
11 µm). As a survey on four loess sections, three from Ger-
many (Saxony and Saxony-Anhalt) and one from the Czech
Republic, these studies investigate the question whether the
use of different grain size fractions from one sample yield
consistent luminescence characteristics and age results. In
summary seven studies are presented along with an extended
summary. Four studies present numerical chronologies using
OSL dating techniques on different grain size and (mineral)

fractions. Two studies deal with technical issues that arose
during the dating applications. Firstly, an R package for lu-
minescence dating data analysis (’Luminescence’) was de-
veloped and secondly, the cross-bleaching behaviour of IR-
LEDs of Risø luminescence readers were quantified. One
study treats the question whether the common practice of
using an identical alpha-efficiency (a-value) for the conven-
tional IR50 and pIRIR225 dating is justified under theoretical
and empirical viewpoints. It was found that for the estab-
lished numerical chronologies on loess the fine grain quartz
fraction results in reliable age estimates up to the Eemian
(MIS 5e, 5d). The high-resolution dating in Saxony uncov-
ered a prominent hiatus of ca. 30 ka between the early and
the late Weichselian found in all investigated loess sections
in Saxony. The fine grain quartz age results are confirmed
by the polymineral fine grain dating. For lower dose ranges
(De < 100 Gy) age results of all three grain size fractions
agree within uncertainties. However, the coarse and mid-
dle grain fractions show highly scattered distributions. For
higher doses (De > 180 Gy) the luminescence signals of the
coarse and middle grain fractions are in saturation. In con-
trast, the luminescence signal of the fine grain fraction still
grows and is reproducible as shown by test measurements.
The results of a cross-bleaching survey on 10 luminescence
readers revealed substantial cross-bleaching behaviour of the
IR-LEDs (mean cross-bleaching: ca. 0.026 %), which is an
order of magnitude higher than for blue LEDs. The inves-
tigation on the a-values of polymineral fine grain samples
gave evidence for significant differences between the mean
a-values obtained with the IR50 and the pIRIR225 signals.
The a-value obtained with the pIRIR225 signal was found to
be always higher, but further investigations are needed.

A PDF of this thesis can be downloaded from:
https://epub.uni-bayreuth.de/1673
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Conference Announcements: L.A.I.S.2015 
 

_____________________________________________________________________________________________________ 

 
 

3rd Luminescence in Archaeology International Symposium 
 

Palais du Louvre, Paris 
2nd – 4th September, 2015 

 
The 3rd Luminescence in Archaeology International Symposium (L.A.I.S.2015) will be held in Paris, 
France, from the 2nd to the 4th of September, 2015. It will be hosted by the Dating Group, Centre de 
Recherche et Restauration des Musées de France (C2RMF), Palais du Louvre, Paris (France). 
L.A.I.S. 2015 continues the series of symposia initiated in Delphi 2009 and Lisbon 2012. It is an 
international initiative focusing on the use of luminescence for the dating and analysis of materials 
and questions of archaeological significance; in addition it supports archaeological and 
archaeometrical communities of the World to further develop and expose luminescence issues. 
 

Scope 
  Theme 1 - Museum objects  
  Theme 2 - Ceramics, stone, glass and metals 
  Theme 3 - Reconstruction of environments in archaeological sites 
 

  Focus 1 - Dosimetry and Dating  
  Focus 2 - Spectroscopy and analysis of materials 

 
Pre-meeting Workshop 
A training course on the new DosiVox software, developed at the IRAMAT-CRP2A laboratory 
(Bordeaux, France), will be held on Tuesday, 1st September. It is open to a limited number of 
participants. 
Please send expression of interest to: lais15@sciencesconf.org  
 
Further information 
Further information about the conference can be found trough the web site: 
 

http://lais15.sciencesconf.org/ 
You can reach us by email at: 

lais15@sciencesconf.org 
 
The L.A.I.S.2015 organizers would be grateful if you would communicate this announcement to your 
colleagues and students studying luminescence phenomena in archaeological and cultural heritage 
materials, or applying luminescence data to archaeological and cultural heritage problems.  
 
Antoine ZINK, Elisa PORTO 
Centre de Recherche et de Restauration des musées de France 
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Conference Announcements: LumiDoz 9 
 

_____________________________________________________________________________________________________ 
 
 

9th International Conference on Luminescence and ESR 
Dosimetry (LumiDoz 9) 

 
This year, Akdeniz University Nuclear Research and Application Center, will host the  

9th International Conference on Luminescence and ESR Dosimetry (LumiDoz 9)  

on September 2 – 4, 2015. 
 

INVITED SPEAKERS 
Dr. Shin Toyoda 

Dr. Virgilio Correcher 
Dr. Peter Townsend 

 

TOPICS 
 

Luminescence Mechanisms: 
-Thermoluminescence (TL)  
-Optically Stimulated Luminescence (OSL)  
-Radioluminescence (RL)  
-Photoluminescence (PL)  
-Other Luminescence Mechanisms 

 
Applied Radiation Physics: 
-Interaction of Radiation with Matter 
-Radiation Safety and Protection 
-Radiation Protection of Foods 
-Radiation Sterilization 
-Environmental Radioactivity  
 
Detection of Irradiated Foods: 
-Thermoluminescence (TL)  
-Electron Spin Resonance  (ESR) 
-Optically Stimulated Luminescence (OSL) 

Luminescent Materials: 
-Natural Materials 
-Synthetic Materials 
-Luminescence Properties 
-Crystal Defects (Luminescence and ESR studies) 
-Material Production and Applications 

 
Dosimetry Methods: 
-Luminescence dosimetry 
-Personal dosimetry 
-Medical dosimetry 
-Retrospective dosimetry 
-ESR dosimetry 

 
Archaeological and Geological Dating: 
-Thermoluminescence Method (TL) 
-Optically Stimulated Luminescence Method (OSL) 
-Electron Spin Resonance Method (ESR) 

 
Other related issues and technological applications can also be presented. 

Proceedings of both oral and poster presentations –those eligible for peer-reviewed 
publication- will be published in Journal of Nuclear Science (limited to one first-

author paper per active participant). 
 

More information can be found on the conference web page:  
http://nukleer.akdeniz.edu.tr/lumidoz9 

 
We look forward to welcoming you to Antalya, 

Dr. İbrahim H. ALBAYRAK (on behalf of the local organising committee) 
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Conference Announcements: APLED 2015 
 

_____________________________________________________________________________________________________ 
 
 

The 4th Asia Pacific Conference on Luminescence and ESR dating including non-
dating applications (APLED 2015) will be held in  

Adelaide, Australia, from the 22nd - 26th November, 2015. 
 

APLED 2015 will be hosted by the Environmental Luminescence Group of the 
School of Physical Sciences, the Institute for Photonics and Advanced Sensing, and 

the Environment Institute, University of Adelaide, South Australia. 
 

The conference seeks to bring together researchers to present new developments in 
Luminescence and ESR, with particular focus on techniques, applications and issues 

relevant to the Asia-Pacific region.  
 

Conference scope: Luminescence dating has its roots in the middle of the 20th 
century, with the landmark paper by Farrington Daniels and colleagues (Science, 

1953) being the first to expound the application of thermoluminescence as a dating 
technique for the geosciences and archaeology. The intervening years have seen 

the introduction of ESR and optical dating, and their rapid evolution and application 
to diverse fields in which ionising radiation effects provide either a "clock" or a 

characterisation tool. The conference invites contributions from this broad range of 
applications, including Quaternary geology, geomorphology and landscape 

evolution, palaeontology, palaeobotany, archaeology, soil science, 
palaeoclimatology, provenancing, mineral prospecting, tectonics, space science, 
dose-rate assessment, retrospective population dosimetry and radiological event 

studies, including relating to the aftermath of the 2011 Tohoku earthquake. 
Contributions are also invited on applications to new materials, current developments 
and methodological aspects of ESR, thermoluminescence and radioluminescence, 

and novel optical dating techniques such as TT-OSL and PIR-IRSL. 
 

Further information on the conference, including details about abstract submission 
and registration, can be found on our web site at  

 
http://www.adelaide.edu.au/apled2015/ 

 
We look forward to welcoming you to Adelaide, 

 
Nigel Spooner and Lee Arnold (on behalf of the local organising committee) 

  

http://www.adelaide.edu.au/apled2015/
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Conference Announcements: SSD 18 
 

_____________________________________________________________________________________________________ 
 
 

 
 

We are pleased to announce the 18th International Conference on Solid State 

Dosimetry, SSD18, which will be held in Munich, Germany, 3 July  - 8 July, 2016. 

This series of conferences began in 1965 at Stanford, USA, and since then has expanded its 

initial scope from luminescence dosimetry to the current variety of solid state processes and 

methods available for radiation dosimetry. 

In 2016, the main topics of the conference will be: 

 Basic physical processes 

 Material characteristics 

 Monitoring and detection 

 Clinical dosimetry 

 Dating and Dose reconstruction 

 Instrumentation/detectors 

A School on Solid State Dosimetry will be offered 29 June - 2 July, 2016. The School is 

intended for scientist who are new in the field and for those who like to deepen their 

knowledge. 

For more information on the conference, please visit the conference homepage 

www.ssd18.org 

We are looking forward to welcoming you to Munich, Germany! 

Dr. Clemens Woda 

 

http://www.ssd18.org/ssd18/index.html
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